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Definitions
Analog and Digital Signals

Means by which data are propagated
(6Ladidbovtal) over a Communication Channel. /\ /\ /\

Analog Signal: is a continuously varying \/\/

electromagnetic wave that may be

propagated over a variety of media. E.g.,:
Wire, coaxial, space (wireless), etc.

Digtal

There are no breaks or discontinuities in
the signal (Continuous Signal)

Digital Signal: is a sequence of discrete (Slokpitec) voltage
pulses that can be transmitted over a wire medium (cannot be
used to transfer data over the air).

For example, a constant positive level of voltage is send to
represent binary 0 and a constant negative level of voltage is
send to represent binary 1.



Definitions

Communication and Wireless Networks
T2

7 Wireless Networks utilize Electromagnetic Waves
(radio waves) of a certain frequency (Carrier
Frequency) to establish Communication Channels
and transmit data between Wireless Communication
Devices (e.g., Mobile Devices and the Base Station).

Propagation of an Electromagnetic Wave
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Challenges with Wireless/Mobile Networks

Two important challenges with wireless/mobile
networks (beyond those of traditional fixed networks):

Wireless: Communication over a wireless link -
Transmitting voice and data using electromagnetic

(radio) waves in open space (using a given frequency
band).

The Quality of a link connection is subjected to
many (environmental) factors and can vary
substantially = Especially from the effects caused
by the Multipath propagation phenomenon.

Mobility: Handling the mobile user who changes
point of attachment (handover) to the network.



What is Mobility?

Two aspects of mobility:

Device Portability: The device can easily be carried and
can be connected (wireless) anytime and from anywhere
to the network. Changing point of attachment to the
network offline (connect from home, from work, from
coffee shop, etc.)

User Mobility (includes device portability): Users
communicates (wireless) with anyone, anytime and
from anywhere. Changing point of attachment
(Handover) to the network online (e.g., the user is
driving from home to work and the call/connection is
hand off from one cell to another during the call)



Benefits of Wireless Networking

Allows Mobility

Freedom to move in the geographical area without
being tethered by wires

Permits companies to shift toward an increasingly
mobile workforce

Increased Reliability (no cables needed)

Network cable failures is the most common source of
network problems

Easier and Less Expensive Installation

Installing network cabling can be a difficult, slow, and
costly task!

Installation in Difficult-to-Wire Areas



Benefits of Wireless Networking

Expandability

Easy to add stations (Mobile/Portable Devices) on the
network since no cables or plugs are required to
connect to the network

Long-Term Cost Savings

No need of Re-cabling in case of re-organization of
companies (i.e., new floor plans, office partitions,
moving to a different building, renovations)



Wireless Networks in Comparlson to
Wired Networks

Higher loss-rates due to (l):

Noise and Interference. E.g.:
Self-interference
Inter-symbol interference or fast fading due to multipath
propagation
Co-Channel Interference (Cross-Talk):

Interference with other channels using the same frequency
band

Cross-system Interference

Interference with other Radio sources in same frequency band,
e.g., 2.4 GHz wireless phone interferes with 802.11b WLAN

etc.

Blocking of Radio Signals by obstacles (Shadowing)



Wireless Networks in Comparison to
Wired Networks

Higher loss-rates due to (ll):

Decreasing signal strength during propagation making it
difficult for the Receiver to decode the signal correctly.

Signal Propagation in wired Networks has a wire to
determine the direction of signal propagation

Signal Propagation in wireless networks has an
unpredictable behavior

Attenuates as it travels

greater distance (Pathloss) W\JI\/\/\/\
Attenuates as it passes e sl sl e e posesfngh on et
through materials (air, T

Drywall or Sheetrock 3dB

SN OW’ ra i n ’ fog’ Wa | | SI Brick Concrete or Block Wall 15dB
Wate r’ gIaSS' etc.) Elevator Shaft 10dB

Glass or Window 3dB
Concrete Floor 11dB




Wireless Networks in Comparison to
Wired Networks

Limited availability of useful spectrum!!!

Radio Frequencies have to be coordinated, all useful
frequencies are “occupied”.

Lower security and easy to .@@ @..
; , o0
listen to/attack radio

. . . Radiohequency (BF) and icrowaves ihyRed ‘[g:" ﬁ
Radio interface accessible T
to everyone’ e.g.’ a Base Inchaced Currents Heating Surface Heat MEﬁ:mulg Broken Chemical Bonds
Station can be simulated, |' 'WWWW

thus attracting calls from il
mobile phones

AT |||| || ||||||| |l
Always a shared medium

Interference between several Senders/Receivers =
Multiple Access mechanisms (TDMA, FDMA, CDMA,
OFDMA, etc.) are essential

[ | |
Frequency 50 He 1 MHz 500 MHz (3Hz 10(Hz 30 GHz



Process and Elements of Radio (Wireless) Transmission
Awadikaoia katl 2toeia AcUppoatng Atadoonc

ransmitted R ad i o) Received
Aenal Propagation S
Antennda \/\/\/\ pag
A
A
Kok
Info. %S|
Source Transmitter Receiver




Process and Elements of Radio (Wireless) Transmission
Awadikaoia katl 2toeia AcUppoatng Atadoonc

Radio Transmitter and Modulation (Mounoc kat Atapopdpwaon)

A Transmitter (Mopunoc) or Radio Transmitter is an electronic
device which, with the aid of several components (Power
Supply, Oscillator (TaAavrwtAic), Modulator
(Arapopdwtnc), Amplifier, Antenna), produces radio waves
that contain useful information (10110111011111....) such
as audio, video, or digital data.

Antenna

N\

Power
Supply

signal

Modulator

Y

Oscillator

Y

Amplifier

Y

|

Audio or
Video Information




Process and Elements of Radio (Wireless) Transmission
Awadikaoia katl 2toeia AcUppoatng Atadoonc

Radio Transmitter and Modulation (Mounoc kat Atapopdpwaon)

The Power Supply provides the necessary electrical power to
operate the Transmitter.

The Oscillator generates an alternating/oscillating
(taAavtevopevo) electrical current at the specific frequency
on which the Transmitter will transmit (carrier frequency).
The Oscillator usually generates a sine wave, which is
referred to as a carrier wave (or carrier signal).

Antenna

N\

Power
Supply

Recei
‘B

Oscillator

Y

Y

lllllll

Modulator

Y

Amplifier

ved
\/\/\/\ Antenna
1

» Channel 3 Received

info.

|

Audio or
Video Information

Receiver




Process and Elements of Radio (Wireless) Transmission
Awadikaoia katl 2toeia AcUppoatng Atadoonc

Radio Transmitter and Modulation (Mounoc kat Atapopdpwaon)

The Modulator (Atapopdwtnc) adds the useful information to
the carrier wave by modulating (changing) some properties of
the oscillating electrical current (i.e., the carrier wave), before
applied to the antenna.

Such as its Amplitude, Frequency, Phase, or combinations of
these properties. > Amplitude Shift Keying (ASK), Frequency
Shift Keying (FSK), Phase Shift Keying (PSK), etc.

Power
Supply

Oscillator

Y

Antenna

N\

Received

Transmitted 9
Amp|lfler signal signal
Antenna \/\/\/\ \/\/\/\ T
1

» Channel >

Modulator

|

Y
Y

Receiver

Audio or
Video Information




Process and Elements of Radio (Wireless) Transmission
Awadikaoia katl 2toeia AcUppoatng Atadoonc

Message Signal
(Data to be transmitted)

1 i —
Oscillator A : : KA
Carrier signal with g
frequency f, ]
|

1

Controlling the ! ! :
Amplitude of the

carrier signal (ASK) I |

i I

Controlling the ' :
Frequency of the

carrier signal (FSK)

Controlling the
Phase of the
carrier signal (PSK) 1

Modulated Signals



Process and Elements of Radio (Wireless) Transmission
Awadikaoia katl 2toeia AcUppoatng Atadoonc

Radio Transmitter and Modulation

The Amplifier amplifies the modulated carrier wave to
increase its power. The more powerful the amplifier, the
more powerful the broadcast.

The amplifier applies the amplified modulated oscillating
electrical current to the Antenna which converts it into
an electromagnetic wave (or radio wave) that can propagate
through the air.

Antenna

%

Power
Supply

Y

Oscillator

Y

Y

Transmitted
Amplifier Agma)

Modulator

Received
signal
Antenna \/\/\/\ \/\N\ Antenna
X

» Channel

Receiver

|

Audio or
Video Information




Process and Elements of Radio (Wireless) Transmission
Awadikaoia katl 2toeia AcUppoatng Atadoonc

Radio Transmitter and Modulation

In a wireless environment, a Base Station or an Access Point
(i.e., the Antenna) needs a radio connection between all the
Mobile Stations in their transmission range.

Thus, there is a need to address the issue of simultaneous
multiple access by numerous users in the transmission range.

Multiple Access techniques (Texvikéc MoAumnAeénc) are used
to allow a large number of mobile users to share the
allocated spectrum in the most efficient manner. E.g.:

Frequency Division Multiple Access (FDMA)

Time Division Multiple Access (TDMA)

Code Division Multiple Access (CDMA)

Orthogonal Frequency Division Multiple Access (OFDMA)



Process and Elements of Radio (Wireless) Transmission
Awadikaoia katl 2toeia AcUppoatng Atadoonc

Radio Propagation (AcUppatn Atadoon ZRpotoc)

Once generated, electromagnetic waves travel through
space either directly (line of sight), or have their path
altered by Reflection (AvtavdakAaon), Diffraction
(MeplOAaon) or Scattering (Alwookopmion) —=> Multipath
Propagation - MoAvdiadpopikn Awadoon.

Multipath Propagation The
phenomenon that results in g s asund
multiple copies of the same radio ‘
signal reaching the receiving
antenna by two or more paths.

Results in Inter-symbol
interference and fast fading



Process and Elements of Radio (Wireless) Transmission
Awadikaoia katl 2toeia AcUppoatng Atadoonc

Radio Propagation (AcUppatn Atadoon ZRpotoc)

The intensity of the radio waves attenuates during propagation
(Pathloss); some energy may also be absorbed by the intervening
medium in some cases.

Also during propagation, Noise and Interference present in the
air alter the desired signal.

If the magnitude of the Noise + Interference is large enough
compared to the strength of the desired signal, the
desired/original signal will be altered is such a way that it will no
longer be discernible (6iakpttd); this is the fundamental limit to

ooooo Receiver




Process and Elements of Radio (Wireless) Transmission
Aladikacia kat Ztolkeia Acuppatng Awaboong

Transmitted

Antenna \/\/\/\ \/\/\/\ Antenna
1

» Channel
Info.

Transmitter

2 T
c— I )
g

Radio Receiver and Demodulation

The energy carried by the modulated electromagnetic wave is
captured by the receiving Antenna and returns it to the Radio
Receiver to the form of oscillating/alternating electrical currents.

The Radio Receiver uses electronic filters (tuners) to separate the
wanted radio signal (transmitted in the specific frequency set for
the communication channel) from all other signals picked up by its
Antenna.

At the Receiver, these oscillating electrical currents are amplified,
demodulated (recovers the useful information contained in
the modulated radio wave) and converted into to a usable signal
form for interpreting the data.



Infrastructure Vs Infrastructure-less

(Ad Hoc) Based Networks

Infrastructure-based Networks .. ¥ Wa. -

Wireless Hosts are associated with a Base Station and communication
takes place only between the Wireless hosts and the Access Point (Not

directly between the Wireless Nodes) which is connected to the larger
network infrastructure

Traditional network services (e.g., Resource Allocation, Routing,

Transmissions Coordination, etc.) are provided by the connected network
infrastructure.

Infrastructure-less (Ad hoc) based Networks

Wireless hosts have no infrastructure to connect to (not
associated with a Base Station or Access Point)

Hosts themselves must provide network services (hosts
must organize themselves into a network)

Must cooperate together in a decentralized manner to
find a route from one participant to another.



Different Types of Wireless Networks
Alapopetikol Tumotl Atktuou

Infrastructure based

Infrastructure-less based

Single hop

Base Station exists and nodes
communicate directly with the
Base Station (e.g., Wireless LAN,
Cellular Networks)

No Base Station Exists; One node
coordinates the transmissions of
the others (e.g., Bluetooth)

. —

Multi-hop

Base Station exists, but some
nodes must relay data through
other nodes (e.g., Wireless
Sensor Networks)

Wireless Sensor Network

’ N
— N(r, oM
\ / Catewwy
L
Seasor Node Metwork

Mebie

No Base Station exists, and some
nodes must relay data through
other nodes (e.g., Mobile Ad
Hoc Networks)




Mobile Cellular Networks

Mobile Cellular Networks concept:

In a Cellular Network a geographical area is split into several
smaller land areas called Cells, each served by a fixed Base Station.

Service continuity within this area is achieved by handover, which
is the seamless transfer of a call from one Base Station to the
other as the Mobile Station crosses Cell boundaries.




Cellular Network Advantages

Question: Why mobile network providers install
several thousands of Base Stations throughout the
country (which is quite expensive) and do not use

powerful transmitters with huge cells?




Cellular Network Advantages

Answer: Because Cellular Network provides:

Higher Capacity since smaller cells are used and the frequency
reuse concept is applied

Less Transmission Power is required by the MS to reach the
BS, and vice versa, in shorter distances = Thus less the energy
consumption (improves battery life for the MSs, lower power
emissions thus positive health impacts, etc.)

Interference is Reduced as less transmission power is required
for the signal to cover shorter distances, thus less intra- and
inter- cell interference.

More Robustness to the network as if one BS fails, only one
small part of the network will be affected.



Propagation of an Electromagnetic Wave

Electromagnetic Waves N
HAektpopayvntka Kupoto 7

Discharging _ Fleld

OSp‘alikt?r Vectors .
scillatin

Molecula? Eg‘ig}gc

Dipole Vectors Figure 1

._ ) Electromagnetic

Wave

The electromagnetic waves are created by the vibration
(taAaviwon) of an electric charge. This vibration creates a
wave which has both an electric and a magnetic field and
have the ability to propagate through space.

The speed of the electron vibration (n tToyUTInTQ
taAavtwong twv nAsktpoviwv) determines the wave’s
frequency (measured in hertz).

Parameters that describe electromagnetic waves include
Frequency (f), Period (T), Amplitude (A) and Wavelength (A).



Electromagnetic Waves
HAektpouayvntika Kupota

Frequency (f) (Zuxvotnta), is the number of complete oscillations (or cycles) which
take place in a second. 1 1
f== and T=-
r /
Period (T) (Mepiodog) is the amount of time required for one oscillation (cycle) and
is measured in seconds.

Measured in hertz .

Amplitude (A) (MAatog) is the value or strength (power) of the signal over time. It is
measured from the middle point until the peak point of the oscillation. The higher
the amplitude the more the energy the radio ware is carrying. It is typically
measured in watts or volts.

wa\.fel ength

Wavelength (1) (MAkog¢ Kbpartog) is the distance

occupied by a single oscillation of the signal, and .
is usually measured in meters [poveer)
Or, the distance between two points of fime

corresponding phase of two consecutive
cycles (6Uo avtiotoyywv d¢aocswv buo :
SLado)kwv TaAavIwoewv).

m .

one oscillation




Electromagnetic Waves
HAektpouayvntika Kupota

All electromagnetic (radio) waves travel at the speed of light
C : Speed of Light (m/s) = (3x108 m/s or 300,000,000 m/s)
In vacuum (e.g., the air), all electromagnetic waves travel at this
speed .
In copper or fiber the speed slows down to about 2/3 of this value.

Relationship between the Speed, the Frequency and the Wavelength
of the radio wave:
Speed (C)= Frequency (f) x Wavelength (A)
Speed (meters/sec)
Frequency (oscillations per second; in Hz/second)
Wavelength (in meters)



Electromagnetic Waves
HAektpouayvntika Kupota
Speed (C)= Frequency (f) x Wavelength (A)

- Wavelength (A) = Speed (C) / Frequency (f)
- Frequency (f) = Speed (C) / Wavelength (A)

Frequency Wavelength
60 Hz 5,000 km
100 MHz 3 m

800 MHz 37.5 cm

20 GHz 15 mm




Electromagnetic Waves
HAektpouayvntika Kupota

Relationship between the Frequency (f) and the Period (T) of the
wave:

Frequency (total number of oscillations performed in one second)

Period (time required for one complete oscillation)

Period (T)= 1/Frequency (f)

Examples:

Period = 0.0166 seconds
Period = 1 x 10® seconds
Period = 1.25 x 10 seconds

Period =5 x 1011 seconds

Frequency = 60 Hz
Frequency = 100 MHz
Frequency = 800 MHz

N2 I 7

Frequency = 20 GHz



Electromagnetic Waves — Sine Wave

General Sine Wave:
s(t ) = Asin(2rft + ) > A: Amplitude, f: Frequency, ¢: Phase
Note: 21t radians = 360° = 1 Period

sinlx),

>

The picture in the next slide shows the effect of varying each of
the three parameters (A, f and ¢)

(Q)A=1,f=1Hz, ¢ =0; thusT=1s

(b) Reduced peak amplitude; A=0.5,f=1Hz, ¢ =0

(c) Increased frequency; A=1,f=2Hz, ¢ =0; thus T =0.5s
(d) Phase shift; A=1, f=1 Hz, ¢ = n/4 radians (45 degrees)



Electromagnetic Waves — Sine Wave
s(t ) = A sin(2nft + ¢) N {/\
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Low Frequencies Vs High Frequencies
XapnAgc Zuyvotntec Vs WnAeC ZuxvoTnTeC

High frequency = short wavelengths

7 Lower frequency waves have better penetration (KoaAUtepn

Awamepaon), meaning they pass through objects such as walls
with less attenuation (Awotepn e€aocBfvion), and also can
propagate longer distances (dtadidovtal o€ MEYAAUTEPEC
OLTLIOOTAOELC).

However, higher frequency waves are easier to radiate
(eukoAotepo va ta eskméppoupe) as they require smaller
antennas (the antenna size is proportional to the % of the signal
wavelength) to transmit and receive, and can support higher
bandwidths (and thus higher data rates) than lower frequency
waves.



Low Frequencies Vs High Frequencies
XapnAgc Zuyvotntec Vs WnAeC ZuxvoTnTeC

Frequency Vs Coverage (Zuxvotnta Vs PadliokaAuvyn)

KaBwe n ouyxvotnta ouvfAvetal, OL OMWAELEC TOU
npokaAovvtol Aoyw amoppodpnonc tng EVEPYELDL TOU
ONMATOC OO TNV atpoodoaipa N and aAla pEoa ta
onoila dtamepva to onpa avéavovtol, oL OTOLEC UE TN

OELPA TOUC MELWVOUV YPNYOPOTEPO TNV EVEPYELOL TIOU
HETOLDEPETOL.

To TeALKO amotéAeopma ival o pkpn padtokaAvn.
AuTOC eival o KUpLog Aoyoc ou eva onpa WLAN 5 GHz,
TTOU XPNOLUOTIOLEL TNV 1Ol LoYU EKMOUMAC Kol KEPOOC
kepatac pe €va WLAN onua twv 2.4 GHz, €xel
HMLKPOTEPO EVPOC.



Carrier Signal, Modulation, Carrier
Frequency and Bandwidth

Carrier Signal (or Carrier Wave) is a waveform (kupatopopdn)
oscillated in a certain frequency (f) (Carrier wave frequency) that
will be used to carry the data (i.e., 1 or 0).

However, to carry data, the carrier wave have to be modulated in
some way in order to produce the signal that will carry the data. This
process is called Modulation.

Message Signal

(Data to be transmitted) 1 0 1 0
i I, 1, ™
i I 1
1 I N
1 I 1
I 1 I
il I v vV 4
; i i l A AN i
Controlling the ,. f\ N\ ¢‘| i\ A /
% Amplitude of the '.l'n,"".r\ \/(\ "" "0’.!"Iu'r\,\/\.'\/
g) carrier signal (ASK) v
7] Controlling the ‘v"|| ,‘. 'n "' | f, .\| . ||, , : ‘ ,"‘ 'll |"ﬂ ‘I f I
® Frequency of the \ ‘o '.,' |! ” v U\l i .. u‘ l' 'u'\H ””/ U
® carrier signal (FSK) v ‘" \ i ARARAR
= § - -
g Controlling the ‘o"\ N ‘n ,'! i f\ ,". ‘n ,L". f‘n ,", ||| A\ ‘f'b. I\ '4 \
J
= Phase of the \/ k‘l \u' ‘tl v‘ \','| .. l, "I '.j\n‘ V "." "4

carrier signal (PSK) v
| I



Carrier Signal, Modulation, Carrier
Frequency and Bandwidth

The Bandwidth (i.e., the frequency band) that needs to be allocated
to send the data it strongly relates to the data rate that needs to be
achieved (measured in bits per second (bit/s))

Usually if the Data Rate = R bps, then the Bandwidth that should be
allocated for the transmission should be equal to 2 x R (two times
greater) so as to be able to carry the data with the specific data rate.

However this also strongly depends on the Modulation
Technique that will be used.

The frequency band (Bandwidth) that will be
allocated will be in the range from (f. = f,) to (f. + f,)
having the carrier frequency (f;) in the middle. [+ pandwiatn |

Bandwidth = fuax — faav 1.

frequency —




Carrier Signal, Modulation, Carrier
Frequency and Bandwidth

For example, if a radio station that radiates at 107.6
MHz (Carrier Frequency), if it transmits a 50 Kbps
audio, it will require 100 KHz bandwidth!

Thus it will use the frequency band from 107.55
MHz to 107.65 MHz to transmit the audio.

The larger the bandwidth, the more data that can be
conveyed (va petadepBouv) through the channel.
.4— bandwidth‘ -|
fe =Ky | Jet Ju

Je
. 107.6_




Carrier Signal, Modulation, Carrier
Frequency and Bandwidth

Metaphorically speaking, imagine a Train that carries mail
letters:

The Carrier Signal (or Carrier Wave) can be described as a
“Train”.

The Carrier frequency can be described as “The rail that the
Train will follow” to reach its destination.

Modulation can be described as the Person Responsible for
putting the “letters” in the “Train Wagon”.

The Bandwidth can be described as the “number of Wagons
allowed to be carried by the Train”.

The greater the “number of wagons allowed” to be carried
by the train, the more the letters that can be carried at a
given point in time.



Decibel (dB)

Decibel (dB) is a logarithmic unit that is used to describe a ratio
(mepypadn pacg avalioyiag).
Let say we have two values P1 and P2. The ratio between them
can be expressed in dB and is computed as follows:

10 x log,, (P1/P2) dB
Example: Transmit power P1 = 100W, Received power P2=1W

The ratio is 10 x log,,(100/1) = 20dB. = P1 is 20 dB stronger
than P2

dB unit can describe very big ratios with numbers of modest size.
Example: Transmit power = 100W, Received power = 1ImW

Transmit power is 100,000 times of received power

The ratio here is 10 x log,,(100/0.001) = 50dB —> Transmit
power is 50 dB stronger than Received power



dBm and dBW

dBm is used to denote a power level (€évtaon woxuc) with respect to
1mW (milliwatt) as the reference power level.

Question: Let say transmit power of a system is 100W. What is the
transmit power in unit of dBm?

Answer: Transmit_Power(dBm) = 10log,,(100W/1mW) =
10log,,(100W/0.001W) = 10log,,(100,000) = 50dBm

dBW is used to denote a power level with respect to 1W as the
reference power level.

Question: Let say that the transmit power of a system is 100W.
What is the transmit power in unit of dBW?

Answer:  Transmit_Power(dBW) =  10log,,(100W/1W) =
10log,,(100) = 20dBW.



Noise

Noise is an error or undesired random disturbance (averi®0untn

tuxaia oavatapoyxn) of a useful
communication channel.

information signal

in a

Is a summation of unwanted or disturbing energy from natural
(i.e., thermal noise; generated by random motion of free electrons
in the atmosphere, light, pressure, sounds, etc.) and sometimes

man-made sources (i.e., microwave ovens).
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Signal to Noise Ratio (SNR)

Compares the power of a desired signal to the power of
background noise. It is defined as the ratio of signal power to
the noise power, often expressed in decibels.

A ratio higher than 1:1 (greater than 0 dB) indicates more
signal than noise.

This value is typically measured at the Receiver

P..
SNR , = IOIOgIO{—PS’gMJ

Noise
A high SNR means a high-quality signal.

If the SNR is low the Receiver may not be able to decode the
signal correctly (resulting in data losses).



Signal to Interference Plus Noise Ratio
(SI N R) SINR ;5 = 1010g10{ Fsigna }

+ P

Noise Interference

SINR is defined as the power of a certain signal of interest divided by the
sum of the interference power (from all the other interfering signals) and
the power of the background Noise.

Interference typically refers to the addition of unwanted signals to a useful
signal that modifies, or disrupts a signal as it travels along
a channel between a source and a receiver.

Co-Channel Interference (i.e., interference caused from other channels
that uses the same frequency band)

Adjacent Channel Interference (i.e., interference caused from other
channels that uses the adjacent frequencies)

Transmitted Transmitted

Self-Interference: Inter-symbol puie

Interference and  Multipath ﬂ

(Fast) Fading (i.e., interference i1ssymbol 2 symbol T
caused by Multipath ~ G  ©Gona)

LOS pulse m ltip th LOS pu.lse mul lhlgeth

Propagation — due to Delay ﬂ "
Spread) M




Radio Propagation
Acuppatn Atadoaon ZAUATOG

Radio propagation is the behavior of radio waves
when they are transmitted, or propagated from one
point on the Earth to another, into the atmosphere
(AcUppatn Awddoon eivat n ouumepldopd TWV
onuatwyv  (padlokvpatwyv)  kaBweg  dadidovrtoal
ocuUpHaTa OTNV ATHOodaLpa ATIO EVa CNHELO NG YNG
o€ €va aAANO).

We will focus on how radio signals travel

(propagate) from one transmitting antenna to
another receiving antenna.



Radio Propagation
AcUppoatn Atadoon ZAMATOC

Radio Propagation includes:

Line of Sight (LOS) Transmissions (Ymdpyxel ypoppl opatotntog HeTay
Transmitter kot Receiver): There is a direct path (Ymdpyet ameuBeiog
novoratt) between Transmitter and Receiver (no obstacles in the way).

Non-Line of Sight (NLOS) Transmissions (Agv UMAPXEL YPOUL] OPOLTOTNTOC
petafd Transmitter kot Receiver): Not a direct path (Asv unapyxet
arnevBeiag povonart) between Transmitter and Receiver (obstacles in the
way). When the radio waves reach close to an obstacle (6tav ta padltokUpata
Bpouv eva eumnobdlo), the following propagation phenomena do occur to the
waves: A

Shadowing (or blocking, Emiokiaon)
Refraction (AtaOAaon)

Reflection (AvtavdkAaon),
Diffraction (MepiOAaon),

Scattering (Ataokopmion)




Radio Propagation Phenomena
Dawopeva Acvppatnc Aradoonc

Radio Propagation Phenomena (l):
Shadowing (or blocking, emwokiaon): The signal can

be blocked due to large obstacles. The signal may =
not reach the Receiver.

Refraction (AuwaOAawon): Signals that travel into a
denser medium (o€ mo TuUkvO HECO) not only
become weaker (g€aocbevolv) but also bents
towards the medium (Avyilouv poc¢ 10 pHEoO)

23 = _Scattering




Radio Propagation Phenomena
Dawopeva Acvppatnc Aradoonc

Radio Propagation Phenomena (ll):

Reflection (AvtavakAaon): The signal can be reflected on
buildings. The reflected signal is not as strong as the
original as objects can absorb some of the signal’s energy
(To avakAwpevo onua 6ev Ba eival toco duvatd 600 1O
apXLKO €MELON KaTA TNV avakAoon amoppodatal UEPLKN
armo TNV EVEPYELA TOU CAMATOG).

Scattering (Ataokdpriion): The incoming signal is scattered
into several weaker outgoing signals.

Diffraction (MepiBAaon): Signals can be deflected
(amootpakiovtal) at the edge of a mountain (or other
surfaces with sharp irregular edges) and propagate in
different directions (Waves bend around the obstacle and
move in different directions). A

Reflection, Scattering and Diffraction
helps transmitting a signal to the
receiver if NLOS exists!




Radio Propagation Phenomena
Dawopeva Acvppatnc Aradoonc

Reflection (AvakAaon): Occurs when a

propagating  electromagnetic  wave iy

meets an object that is much larger than R

its wavelength (cupBaivet o6tav To i

eUTOOL0 €xeL pEyeBOC peyaAUTEpPO ATO ) N

TO MAKOC TOou KUupatog). - e.g., the L

surface of the Earth, buildings, walls, etc. <:f3%
Reflection, Scattering and

Scattering (Awaokopmion): Occurs when Diffraction leads to

a propagating electromagnetic wave Multipath Propagation!!!

meets an object that is smaller than its Oényouv otnv

wavelength (cupBaivel 6tav to eunodlo  MoAvdiabdpouikn Metradoon!

EXEL MEYEDOC UIKPOTEPO OO TO WNKOG Many copies of the same

TOU KUpatog) - e.g., foliage, street signs,  signal will reach the Receiver

lamp posts. from many paths of different

lengths!



Multipath Propagation Effects
Ertuttwoelc MoAvdtadpopuikne Atadoonc

Transmission paths between Sender and Receiver could be:

Direct Paths (AnsuBsiac Movonatia) = LOS between Transmitter
and Receiver.

Indirect Paths (Eppeoa Movonatia) - Resulted by Scattering,
Diffraction and Reflection by buildings, mountains, street signs,
foliage, etc.

scattering

o

H B
— (I NC
irect Signal B

—

Reflected
Signal

Diffracted

Signal @ | h.

d
Transmitter Receiver




Multipath Propagation Effects
Ertuttwoelc MoAvdtadpopuikne Atadoonc

Thus, the Received signal is made up of several paths which
can be classified as:

1. Direct Path . -
2. Reflected Path ) . —
3. Scattered Path i, ™ e
4. Diffracted Path —— | shesl
h, THN
sas|
- IR @ [ b,
d
Transmitter Receiver

In this case, the Receiver will receive four different copies of
the same signal (due to Multipath Propagation).



Multipath Propagation Effects
Ertuttwoelc NMoAvdtadpopuikne Atadoonc

Since each path has a different path length, the time
of arrival of each copied signal at the Receiver is
different causing the Delay Spread phenomenon.

Recelver

e signals fror

The signals from

o AT . ~
o~ proximal reflectors

The signals from

i: / intermediate reflectors
T The signals from
/ L‘-\

Signal strength

/ distant reflectors

Delay



Multipath Propagation Effects
Ertuttwoelc MoAvdtadpopuikne Atadoonc

Multipath Propagation results in:

Delay Spread (Awaokoprmion onpato¢ AOyw  KoBuoTtepnUEVWY
LLOVOTIOTLWV)

Multipath Fading (referred also as Fast Fading) (=eBwplaopa onpatog
AOyw constructive (emowkodopntik) or distractive (kataotpodiki)
interference mou npokaAeitat amd ta moAAanAd (kaBuotepnuéva)
LLOVOTIATLOL TTOU aKOAouBel To onpa amod tov Transmitter yla va dtaoel
otov Receiver)

Inter-Symbol Interference (IS1) (MopepPolréc petaév Vo SlodopeTIKWY
onUATWV/cuUUPOAWV TO. omola oTEAvovtal oto (Olo KavaAl (amo tov
Transmitter otov Receiver), pe pwa pikpn dtadopd xpovou.

Although the effects caused, Multipath Propagation is what makes reception
of the signal in Non Light Of Sight Conditions possible!!!

Napd T emumtwoelg tng, €ivon n NoAvdiadpouky Atddoon nou Kavelr dSuvati
N 61adoon TOU GMATOC OE MEPLITTWOELG TTOU SEV UTTAPXEL YPOLHLL] OPATOTNTOG
pnetaéL tou Transmitter kot tov Receiver!!!



Multipath Propagation Effects
Ertuttwoelc MoAvdtadpopuikne Atadoonc

Delay Spread

When a signal propagates from a transmitter to a receiver, the
signal suffers one or more reflections (to oqua avtavakAdrtot
OLPKETEC POPEC).
This forces radio signals to follow different paths (Multipath
Propagation).

Since each path has a different path length, the time of arrival for

each path is different. o The signals from
/ proximal reflectors

The spreading out effect of the
signal (To amotéAleocpa auto
NG SlooTIoPAC TOU OAMATOC) is
called “Delay Spread.”

The signals from

i, / intermediate reflectors
/ L“
! i

Signal strength

The signals from
. . distant reflectors

The Delay Spread is what it "

causes the Multipath Fading

and InterSymbol Interference.

Delay



Multipath Propagation Effects
Ertuttwoelc MoAvdtadpopuikne Atadoonc

Multipath Fading (Known also as Fast Fading)

Each signal copy will experience differences in attenuation
(e€aocB<vion), delay, and phase shift while traveling from the source
to the receiver.

At the receiver, these signals will be combined (Ba mpooteBouv),
resulting in either constructive (emowodopntikn) or distractive
(kataotpodiky)  interference, amplifying or  attenuating
(evioxVovtacg eite etaoBevwvtac) the signal power seen at the
receiver.

Ceiling

X

e o 1l -
Obstruction \
Floor X\

2
;
k)
&
¢ 7
Yo A
» 5 —_—>
Signal ‘
g L £ s 2

\

A \;r_/ : .

[ \ 3
Time: —® %, S Time —» ~—

Strength

Received Signals Combined Resu



Multipath Propagation Effects
Ertuttwoelc MoAvdtadpopuikne Atadoonc

Multipath Fading - Signal Properties, the phenomenon of interference

When two or more waves propagates at the same space using the
same frequency band, the net amplitude at each point is the sum of
the amplitudes of the individual waves (i.e., these two waves are

c coTb":,Ed)' Destructive
I:tgsrf:::r:‘c’: Interference Signals are slightly out
, , Signals are completely of phase
Signals are in phase out of phase
g,T JANVANVANN JANYANYA NN
VARV VvV vV \V i ‘
%T/\/\/\> /N /\_/\ ANVANYA NN
\VARVARN VvV VvV +« /J UV UV \ ¢

AN ANYANYR
t t/\/\/\/t

(a) (b) ()




Multipath Propagation Effects
Ertuttwoelc MoAvdtadpopuikne Atadoonc

Multipath Fading (Known also as Fast Fading)

Strong destructive interference (Apaotikd  KOTOOTPOPLKEC
napeuBorec) is frequently referred to as a deep fade (mpokaAouv
ueyain e€acBbevion oto onua) and may result in temporary failure of
communication (mpoowpvr) amotuxia tnN¢ emkowvwviag) due to a

severe drop in the channel Signal to Interference plus Noise (SNIR)
ratio.

SINR

Fading Amplitude (dB)




Multipath Propagation Effects
Ertuttwoelc MoAvdtadpopuikne Atadoonc

Inter-Symbol Interference (ISI)

Due to Delay spread, the energy indented for one symbol splits over
to an adjacent symbol (H evépyela mou mpoopllotav ywa £va onua,
SlaokopmileTal Kol €Vl LEPOC TNC CUMTIUTTEL E TNV EVEPYELA EVOC
aAAovu onuatoc) (appeared as Noise).

Due to this interference, the signals of different symbols can cancel
each other out (onuata Siadopetikwv CUUBOAWV HOpoOUV va

efouvdetepwBouv petaéy toug), leading to misinterpretation
(mrapeppivevon) at the receivers and causing errors during

decoding.
Transmitted Transmitted
puise pulse
IL l Transmitter
1t symbol 24 symbol Time~— LoS puises "pujees

(signal) (signal) A
Rleceived ‘1:3::;;:":3‘ Received ﬁm;’:&l A
LOS pulse pulses LOS pulse pulses

—————t— Signal at Sender M
[—\ ﬂ Rec eiver Signal at Receiver

Time




Doppler Effect

The Doppler effect (or Doppler shift) is the change in the frequency (and
thus the wavelength) of a wave for an observer (i.e., Mobile Station (MS))
moving relative to its source (i.e., Base Station (BS)) (Eivat n aAAayn otn
oUXVOTNTOL TOU ONMATOC TIOU OLOKPLVEL €vaC KIWWOUMEVOC TopOTtnPNTiC
KIVOULEVOG O€ OXEON ME TRV TTRYN TOU ONHLOTOC).

In a wireless and mobile system, the location of the BS is fixed while the
MSs are mobile.

Therefore, as the receiver (i.e., the MS) is moving with respect to the
wave source (i.e., the BS), the frequency of the received signal will not
be the same as the one transmitted by the source (o receiver 6a
avTtihappavetal StadopeTIK CUXVOTNTA ATIO EKELVN TTOU EKTTELTTETOL ATTO
Ttov Transmitter).

Compared to the emitted frequency (ZUYKPLTIKQ HE TNV EKTIEUTIOMEVN
ouvyvotnta), the received frequency is higher during the approach
(mpoogyyion) and lower during the recession (amopdkpuvon) from the
source.

Also, the speed (v) of the receiver and its direction (0) relative to the
source, matters.



Doppler Effect

Received signal, fD
Scattering object is:
W\ ——
11)

Moving toward "'“JLI

Transmitted
pulse, f

uT—p.l / e f D~ f
- < e Al
Lot
Stationary or "*'ﬂﬂlm )

moving across

(UyYy
& %o Ju=F




Doppler Effect

The frequency (f,) that the moving user (the Receiver) will
experience is f,=f. + f,

Where: f, is the emitted (from the source) radio wave carrier frequency and
f4 is the Doppler frequency or Doppler shift

.
Doppler frequency or Doppler shiftis f; = — cos 6

Where: f,is measured in Hertz 4
v is the moving speed (in meters/sec) and )
A is the wavelength of the carrier (in meters) 44
When 0 = 0° (MS moving towards the BS) < n
When 0 = 180° (MS moving away from the BS) /




Doppler Effect ¢, — % cos 0

An example:

Radio wave Carrier Frequency (f,) = 100 MHz (100,000,000 Hz)
- Wavelength (A) = C/f = 300,000,000 /100,000,000
= A = 3 meters

Speed of the User (v) 60 Km/h 2 v = 16.6666666 meters/second
We assume that the MS is moving towards the source (6 = 0° )

f,=(16.66666666/3 ) cos 0° > f, = 5.5544Hz

f,=f.+f,=100,000,000 Hz + (5.5544Hz) = f, = 100,000,005.55 Hz



Antennas

The first antennas were built in 1888 by German physicist
Heinrich Hertz in his pioneering experiments to prove the
existence of electromagnetic waves.

An antenna is an electrical device which converts oscillating
electric currents into radio waves (petaTpEMEL
TaAavtevopeva NAEKTpLKA doptia og padlokupata), and vice
versa.

Transmission: Radiates (exmeumnel) electromagnetic energy
into space.

Reception: Collects electromagnetic energy from space.

In two-way communication, the same antenna can be used
both for Transmission and Reception.



Antennas

Typically an antenna consists of an arrangement of metallic
conductors (“antenna elements”) (pia Stdtaén petaAAkwv
aywywv), electrically connected (using a cable) to the Receiver or
the Transmitter.

In Transmission:

The Radio Transmitter applies a modulated oscillating electric
current to the antenna.

This oscillating electric current will create an oscillating
magnetic field around the antenna elements, while the charge
of the electrons (to ¢doptio Twv nAektpoviwv) also creates an
oscillating electric field along the elements.

These time-varying fields (petaBaAlopeva oto xpovo media)
radiate away from the antenna into space as a moving
electromagnetic wave (radio waves).



Antennas

In Reception:

During Reception, the oscillating electric and
magnetic fields of an incoming radio wave exert
force on the electrons (aokoUv pwa duvaun ota
nAektpovia) in the antenna elements, causing them
to move back and forth, creating oscillating electric
currents in the antenna

The produced oscillating electric current is applied
to the Radio Receiver to be amplified and
demodulated so as to extract the information
included.



Antennas

According to their applications and technology available,
antennas generally fall in one of two categories (Omni-
Directional and Directional):

Omni-directional (Opolo-katevuBuvtikéc) which receive
or transmit (radiate) radio waves equally more or less
in all directions (Two types are the Isotropic
(lootporikeg kepaieg) and Dipoles (Kepaiec AutoAwv)).
Employed when the relative position of the other
station is unknown or arbitrary (avBaipetn, Tuxaia).

Omni-directional antennas have shorter range
(Likpotepn epPEAcla) than Directional antennas, but
the orientation (mpooavatoAiopog) of the antenna
is relatively inconsequential (aofiuovtog).




Antennas

Isotropic Antenna (lootporukn kepaia)
EKMEUMEL TO onNua He TtV WBla duvapn oe OAeC TIG
KatevuBuvoelg (odatpka)

Dipole Antenna (Kepaieg AunoAwv)
OL kepaiec OUTOAWV £xouv €va OLAPOPETIKO Slaypappa
OKTWVOBOALOC CUYKPLVOUEVEG LLE ULOL LOOTPOTILKN KEPOALQL.
To O&waypappa aktivofoAiog SumoAwv sival 360° oto

opulovtio eninedo kal ouvnBwe mepinov 75° oto KAOETO
eninedo (umobetovtac ¢uokd OTL Tto OUTOAO OTEKETOL

Katakopuda)
i ati AT RN R
Radiation Pattern tr1H,r~_ e PEass 2o
Aidypappa AktivoBodias  \s=E=Y R
= N =
R ST e g
Isotropic Dipole



Antennas

Directional antennas (KateuBuvtikec Kepaiec) transmit
(exkméumovuv) radio waves in a particular direction
covering a specific sector and receive radio waves from
that direction/sector only.

m Directional antennas have the advantage of longer
range (peyoaAutepn padiokaAvyn) and better signal
quality (kaAUtepo onuma), but must be aimed
carefully in a particular direction

Radiation Pattern e
Aidypappa AKTIVOBOAiaG S e e e
Directional Antenna




Antennas

For example:

Directional antenna: A dish
antenna (receiving a TV signal) must
be pointed to the satellite to be
effective.

Omnidirectional antenna (isotropic
or dipole): A typical Wi-Fi antenna
in @ smartphone (isotropic) or in an
Access Point (isotropic or dipole).
As long as the Base Station is within
range, the antenna can be in any
orientation in space.

N

\

k/”’/

Focuses signals in a narrow range
Signals can be sent
over longer distances

Must point at receiver

g

Signal spreads in all directions
Rapid signal attenuation

No need to point at receiver



Modulation for Wireless
Digital Modulation

The modulation that will be applied on the (analog) carrier signal to
include the data that will be carried (e.g., 1 or 0, etc.) are chosen
from a finite number of M alternative symbols (or signal units or
signal elements) based on the Digital Modulation Technique and the
Modulation Alphabet that will be used. (H dtapopdwon mou Ba yivel
otov (avaloylko) petadopea ocAUOTOC Yyl va cupmepAaBouv tnv
nAnpodopia mou Ba petadepbel (rm.x., 1 R 0) emtAéyovtal amno Eva
TETIEPOOUEVO aApLOUO amo evaAAaKTkd cUpPoAa (onupata) availoya
ue tnv Texvikn dtapopdpwonc kat to AApabnto Atauoppwaong mou
Ba xpnotlpomnolnBeL.

Symbol Pattern1 =2 0
Symbol Pattern2 2 1

This same Modulation Alphabet have to be used both from the
Transmitter (for modulating the signal) and the Receiver (for
demodulating the signal)



Modulation for Wireless
Digital Modulation

The general form (pattern) of the
modulated signal is (H yevikn popdn evoc
SLoLHOPPWUEVOU ONUATOC):

s(t) = A(t) sin(2rt x (f. +f, (t)) t + O(t)



Modulation for Wireless
Digital Modulation

The three essential parameters that can be modulated (Ot
TPElC PAOLKEC TIAPAMETPOL TTOU UTTOPOULLE VA OLALOPPWOOULE)

s(t)=Asin(2nft+ ¢)

Amplitude value (A) ASK (Amplitude Shift Keying)
Frequency value (f) FSK (Frequency Shift Keying)
Phase value () PSK (Phase Shift Keying)

Digital modulation: Amplitude (A), frequency (f) and Phase (9)
are used to represent a digital state. (Ztnv Wndlakn
Stapopdwaon to MAATOC, N ouXVOeTNTA, Kol N GACH TOU OrHATOC
XpnoLyomotloUvToL ywa vo ovarmapaotrioouv pia Ppnolakn
Kotaotoon N TLn)



Basic Digital Modulation Techniques

Basic Digital Modulation Techniques work by varying the
Amplitude, Frequency or Phase (or a combination of them) of
a sinusoidal carrier wave depending on the information (data)
that will be transmitted and the Modulation Alphabet that will
be used.

ASK: Amplitude Shift Keying s(t)=Asin(2nft + ¢)
FSK: Frequency Shift Keying s(t)=Asin(2rft + )
PSK: Phase Shift Keying s(t)=Asin(2n ft + ¢)

Quadrature Amplitude Modulation (QAM) or Amplitude
Phase Shift Keying (APSK)

s(t)=Asin(2n ft + ¢)



Basic Digital Modulation Techniques

Types of Digital to Analog Modulation

Digital/analog
modulation

ASK FSK PSK




Basic Digital Modulation Techniques
lllustration

A(t).sin[2.r.f_.t]

= FSK__ f+t sin[2.1u.(f+f,, (1)) 4]

\ TT*}-’t sin[2.r.f_.t + O(t)]
ASK/PSK At a0

(APK) A A(t).sin[2.7Lf..t + B(t)]




Bit Rate and Baud Rate

Bit Rate is the number of bits (data) that can be carried per second.
Baud Rate is the number of signal units (or symbols) per second
used for carrying the bits (and achieve the Bit Rate).

Baud Rate can be less than or equal to the bit rate > Note that
each symbol can carry one or more bits!
Baud Rate is important in Bandwidth efficiency.

Baud rate determines the bandwidth required to send the
message signal (KaBopilel to eUpo¢ (wvng ToU armalteltal yo
va oTaAel pRvupa)

Baud Rate = Bit Rate / Number of Bits per Symbol

Thus, the lower the Baud Rate (symbols/second) the less the
bandwidth required

The number of bits that can be carried by one Symbol, depends
on the Modulation Technique used.

The Baud Rate depends on the type of Modulation used.



Bit Rate and Baud Rate
Examples

Example 1: A modulated signal carries 4 bits in each signal unit (i.e.,
symbol). If 1000 signal units (symbols) are sent per second, find the
Baud Rate and the Bit Rate

Baud Rate = 1000 baud/s
Bit Rate = 1000 x 4 = 4000 bps

Example 2: The bit rate of a modulated signal is 3000 bps. If each signal
unit carries 6 bits, what is the baud rate?

Baud Rate = 3000/6 = 500 (baud/s)

Baud rate = NV Bit rate = V
Example 3: A modulated CoJo i o 1 Jofo oo 1 o]t o] 1]0]
signal has a bit rate of 8000
bps and a baud rate of 1000 Mo o7 ] “\"" E ‘Z““a‘fzzﬁ SRS
baud. How many bits are -
Carried by each Signal Q Baudrate=N. Bit rate =3V

‘ 0 0 1 | 0 1 Q0 | 0 0 1 ‘ 0 1 0 ‘ 1 1 1 | 0

element?

Baud rate = V Bit rate = 4NV

Bits/Baud = 8000/1000 = 8

0o 0 10‘1 DOO‘IO 10‘1 1 1 Dl



Phase Shift Keying (PSK)

The phase of the carrier signal is varied to represent digital data (binary O or
1), i.e., Binary PSK (BPSK)

Both peak amplitude and frequency remain constant as the phase changes.

Phases are separated by 180 degrees. A ®
If we start with a phase of 0° to represent bit 0, then we &,«";
can change the phase to 180° to send bit 1 (or inversely). & i
The Constellation or phase-state Diagram shows the \,*‘&A - i
relationship by illustrating only the phases. o

Amplitude

A Baud Rate = Bit Rate

Bit rate: 5 Baud rate: 5

A sin(2rt f t + 0°) 0
Messag:)signal 1 bit 1 bit 1 bit 1 bit 1 bit S(t) - {
T Asin(2rtft+180°) 1

PSK signal
s(t)

Bit Phase

Time ‘

Y

[ =]

0 0 .
1 180

1 baud i 1 baud E 1 baud i 1 baud E 1 baud

Bits Constellation diagram

Is

A
Y




Phase Shift Keying (PSK)
Phase Shifts Examples

Phase Shifts Example

PPPPPPPPPPPPPPPPPPPP

270° Reference signal

~Y



Phase Shift Keying (PSK)

PSK is not susceptible to noise degradation that
affects ASK, neither has the limitation of FSK that
needs to repeatedly tune at different frequencies
(i.e., no need for filtering the signal of different
frequencies 2 simpler demodulator needed).

Simple to implement, and is used extensively in

wireless communication. \




Quadrature Phase Shift Keying
(QPSK)

QPSK refers to PSK with 4 states.

The “Q - Quadrature” in QPSK refers to four phases in which a carrier is
modulated and send in QPSK. Also, called 4-PSK.

Because QPSK has 4 possible states, QPSK can encode two bits per symbol.

Because 2 bits are allocated to each symbol, QPSK can achieve twice the
Data Rate of a comparable BPSK scheme for a given bandwidth.

Dibit

Phase

00
01
10
11

90
180
270

Dibit

(2 bits)

Example: Relationship between different phases:

Amplitude Amplitude

01 lf\ /\ Time ]\ AN Time,

’
VARV, B
Phase = 0 degrees Phase = 90 degrees
10® ® (0
Amplitude Amplitude
1 I /\ (\Time, I (N Time,
Constellation diagram l/ U \

Phase = 180 degrees Phase = 270 degrees



Quadrature Phase Shift Keying

(QPSK)

Amplitude

Bit rate: 10 Baud rate: 5
Message signal 2 bits 2 bits 2 bits 2 bits 2 bits
x(t) 01 5 10 10 11 00
QPSK signal
s(t) : :
VRTRVRVE/AVAVRVRVAVAVAVR R'R'R'A RVATATAY
1 baud i 1 baud i 1 baud : 1 baud | 1 baud |
< | | ls “!
Two Modulation Alphabets
—Asin(2nft+ ¢,) —¢,=0°
Asin(2rft+ ¢, =90°
st) = A SMERSEEO) * o eme OR
Asin(2rtft + ¢,) ¢$; =180
—Asin(2nft+¢,) — ¢, =270°

Phase Data
45 00
135 01
225 11
315 10

(01)

Time

(00)

(11)

— ¢, = 45°
b, = 135°
b, = 225°

— ¢, = 315°

00
01
10
11

(10)



Constellation Diagrams
Alaypappoto ActeEpLopoU

It is a convenient way to represent the symbols (define
the amplitude and phase) of the Modulation Alphabet
that will be used for modulating signal carrier and
transmitting the signal. (Elvou €voc eUkoAoc Tpomoc yla va
avaTapooTACOUUE T OUMBoOAa tou AAdoaPrtou
Alopopdwone mou  Ba  xpnowuorownBolv  yla 1N
Slapopdwon Tou petadopEA ONUOATOC VLol TNV ATTOCTOAN
TOU ONpaToc)

Examples:
O p

01/." “.\11

>

0e_ |

a. ASK (OOK)

b. BPSK

c. QPSK




Constellation Diagrams
Circular Constellation Diagrams

Examples:

A

e A
e &

(a) Circular 4-QAM (b) Circular 8-QAM (c) Circular 16-QAM




Higher Order Modulation: 8-PSK

We can extend the Modulation Alphabet, by varying the 010
signal by shifts of 45° (instead of 90° in QPSK). (Mmopoupe o 001
va  enekteivoupe 1o AAPpaBnto Awapopdwong HE TO
HETABAAAOUE TO OO UE HETOTOTILOELC 45° tapd 90° omwg
-co QPSK) 101 ! 111
With 8 (23) different phases, each phase (i.e., signal unit or  Censtliation diagiam
symbol) can represent 3 bits. Baud Rate = Bit Rate/3 - Reduces
the Required Bandwidth to one third

100 @ ® 000

—Asin(2rnft+¢,) 000 — ¢,=0°
. _ Using the
A s!n(ant *d;) 001 b, = 45° Constellation | Tribit | Phase
Asin(2rnft+d¢;) 010 ¢; =90° Diagram we 000 | 0
S(t) = Asin(2nft+d¢,) 011 ¢, = 135° can easily 001 45
Asin2nft+d;) 100 ¢;=180°  Producethe | )\ |
. ~ odulation 100 130
Asin2rft+dg) 101 g = 225° Alphabet 101 225
Asin(2nft+¢,) 110 ¢, = 270° 110 270
_Asin(2rft+¢,) 111 — ¢, = 315° . 315




Higher Order Modulation: M-PSK

Obviously the bandwidth efficiency of a M-ary PSK scheme increases
as M (the number of possible states) increases because more bits
per symbol can be sent

...however the distance between 2 points in the constellation is
reduced and therefore the possibility for decoding the symbol
incorrectly at the receiver increases.

e

BPSK QPSK 8-PSK 16-PSK
As M increases, the bandwidth efficiency increases but the

waveform energy (i.e., the transmission power used to send the
symbol) must be increased to keep the BER at a certain level.




Quadrature Amplitude Modulation
(QAM) — Phase and Amplitude Modulation

PSK is limited by the ability of the equipment to distinguish
between small differences in phases.

Limits the potential data rate. (Meplopilet To mBavo data
rate)

The principle of Quadrature Amplitude Modulation (QAM) or
Amplitude Phase Shift Keying (APSK) is to have X possible
variations in Phase (X miBavec diadopetikec paoelg) and Y
possible variations of Amplitude (Y mBava O&iadopetika
nAaen) .
Up to X e Y possible variations = More different states that
the carrier signal can be modulated, therefore more bits can
be carried per symbol = Therefore greater Data Rates and
Throughput.

QAM (or APSK) is an application of ASK to PSK (Edappoyn
Tou ASK tavw oto PSK)



Quadrature Amplitude Modulation
(QAM) — Phase and Amplitude Modulation

Example: 8-QAM example Iou
Two (2) possible different Amplitudes (A1 =1, A2 =2) Lo10
Four (4) possible different Phases (0°, 90°, 180°, 270°) o, ™ s LN
Total of 8 QAM symbols = 3 bits per symbol t““
R Baud Rate = Bit Rate/3 Tm
A g o s i e Modulation Alphabet
3bits 3bits  3bits  3blts  3bits  3bits  3bits 3 bits A =1, Phase = 0°: 000
ol B Rl il st Bt ol el A =2, Phase = 0°: 001
m 5 ﬁ \ ﬂ f ﬂ ﬂ A =1, Phase =90°: 010
[\ ﬂ 0 h & g {"\ /\ k A =2, Phase = 90°: 011
U U U U@ @ 7 U \ nme A=1,Phase=180° 100
U U U ‘ :U U ) U \ A =2,Phase=180°: 101
: : : ' A =1, Phase=270°: 110

| haud | baud | baud | baud | bad | baud | bauwd | baud

A =2, Phase =270°: 111

= Is >



Quadrature Amplitude Modulation
(QAM) or APSK

We can have numerous possible variations (Atadopec
rnibavec mapaAiayec) of Phase Shifts and Amplitude shifts

However the Number of Phase Shifts should selected to
be GREATER than Number of Amplitude shifts. (Why??)

A 3 amplitudes, 12 phases 4 amplitudes, 8 phases 2 amplitudes, 8 phases
------------ @ - -
’ & @ ® @ |
A @ ® 3 LR " »
b’e’// | ra ‘ :
& [ ° @ ¢ e . & . <
_@6‘%' ; O--@ - - b o 9. °---o
C":}o/.” I O 25 S,
& ! Y . Y o SESa— s 1 e
# ‘ \ ~ - ’ .
,/ Angle: phase ! % @ & ® ® : »
! ® ® @ &
. & (]
16-QAM 16-QAM 16-QAM

16-QAM for example:
There are sixteen QAM symbols = 4 bits per symbol.
A variety of constellations diagrams can be used



Quadrature Amplitude Modulation
(QAM)

More higher order modulation

64-QAM (64-Quadrature Amplitude Modulation)
Each symbol now carries 6 bits (i.e., log,(64))

Going higher:
256-QAM
8bits/symbol (log,(256))
1024-QAM

10bits/symbol (log,(1024))




Why Not Just Keep Going?

With Higher Order Modulation schemes

Minor errors during modulation could create
symbol errors in transmission

Even a little noise in the transmission channel could
create symbol errors

Minor inaccuracies in the Receiver could create
errors

Signal-to-Noise requirements increases with higher
order modulations (thus more power have to be
used during transmission —> more interference
caused in the cells)



Factors that influence the choice of
Digital Modulation Scheme

The performance of a modulation scheme is often
measured in terms of its:

Power Efficiency: Refers to the ability to preserve
the fidelity (no errors) of a digital message at low
power levels (i.e., low SNIR) (Mepwypadel tnVv
Ikavotnta  dlatnpnong TNG OKEPOLOTNTA  €VOC
unvopoatoc (no errors) og xapunAa emnimedo Loxvog
TOU onpatoc)

Bandwidth (or Link Spectral) Efficiency: Refers to
the ability to “squeeze” as much data into the least
amount of bandwidth available (Mepwypadel tnv
ikavotnta  “ouumieonc” oOoov  TEPLOCOTEPWV
dedopevwy oto ehayxLoto dlabeotpo evpoc lwvnc)



Factors that influence the choice of
Digital Modulation Scheme

Power Efficiency:

In order to increase noise immunity, it is necessary to
increase the signal power. (l'a va avénocouvpue TNV avoaoia
EVOC onuato¢ oto BopuPo mpemeL va auénoouve TNV
evepyela (LoxVy) pe tnv omnola Ba to otelAouE)

The amount by which the signal power should be

increased to maintain a certain BER depends on the
modulation scheme.

Higher Order Modulation = Higher Signal Power.

The Power Efficiency is expressed by the value of SNIR
required at the Receiver to decode the signal correctly
and guarantee a certain BER (The lower the SNIR required
the higher the Power Efficiency).



Factors that influence the choice of
Digital Modulation Scheme

Bandwidth (Link Spectral) Efficiency:

Is typically used to analyse how efficiently the
allocated bandwidth is used by the modulation
technique (Xpnolpomoteitat yia va avaAUCOUE TTOCO
arodoTIKA xpnotlpornoleital to Stabeoipo eVpoc {wvng
aro TNV TEXVIKN Stapopdwaon ).

It is defined as the average number of bits per unit of
time (bits per second) that can be transmitted per unit
of bandwidth (per Hertz).



Factors that influence the choice of
Digital Modulation Scheme

Bandwidth (Link Spectral) Efficiency:

s the net data rate (useful information rate

excluding error-correcting codes) or maximum
throughput*® divided by the available Bandwidth (in

hertz) of a communication channel.

It is measured in bits per second per Herz (bps/Hz)

R ,_
175 :E bPS-""HZ R : data rate B: RF BW

* Throughput or network throughput is the rate of successful message delivery
over a communication channel. A typical method of performing a measurement is
to transfer a 'large’ file from one system to another system and measure the time

required to complete the transfer or copy of the file. The throughput is then
calculated by dividing the file size by the time required to complete the transfer.

Then the throughput can be measured in megabits, kilobits, or bits per second.



Factors that influence the choice of
Digital Modulation Scheme

Bandwidth Efficiency Examples:

Example 1: What is the bandwidth efficiency of the
modulation technique when 2 Kilohertz of
bandwidth is required to transmit 1000 bps?

1000bps/2000Hz = 0.5 bps/Hz

Example 2: What is the bandwidth efficiency of the
modulation technique when 3 Kilohertz of
bandwidth is required to transmit 12000 bps?

12000bps/3000Hz = 4bps/Hz



Factors that influence the choice of
Digital Modulation Scheme

Very often there is a tradeoff:

M-ary schemes increase the Bandwidth Efficiency but
require Higher Transmission Power (than Binary
modulation schemes) to keep the same Bit Error Rate
- Lower Power Efficiency. (Kavouv tnv xpnon tou
gvpou¢ (wvng To amodotTikn aAAa ypelaletol
MEPLOOOTEPN LOYUC KATA TNV  OUTOOTOAN  TWV
dedopevwy yla val €lval To onua 1o duvato Kol va
uropel o Receiver va 10 avayvwplosl Kol vo TO
amokKwoOLKoToloel owota dlatnpwvtac €tol to BER
oTa ETUMESQ IOV TIPETIEL)



Factors that influence the choice of
Digital Modulation Scheme

Very often there is a tradeoff:

Power Efficiency can be increased by adding Error Control
Coding in the packets transmitted but reduces the
Bandwidth Efficiency as Redundancy is transmitted too.
(Mmntopoupe va avénooupe to Power Efficiency pe to va
npooBeooupe error control codes Katd TNV AmMOCTOAN TWV
TIOKETWV AAAQ AUTO pelwvel To Bandwidth Efficiency adou
oteAoupe eruumA€ov (Un xpnolun) mAnpodopia)

Error control (error detection and correction) are techniques that enable reliable
delivery of digital data over unreliable communication channels. Many
communication channels are subject to channel noise, and thus errors may be
introduced during transmission from the source to a receiver. Error detection
techniques allow detecting such errors, while error correction enables
reconstruction of the original data in many cases.



Spread Spectrum Techniques
Texvikec Ataomopac Qaocpotoc

Spread Spectrum techniques use a transmission
bandwidth that is several orders of magnitude
greater than the required bandwidth to spread
the data (Xpnowpomolouv eva eUpoc {wvng oAU
LEYAAUTEPO OO AUTO TIOU TMPAYMOTLKA XPELAlETAL
yla Staomeipouv ta Sedougval).



Spread Spectrum Techniques
Texvikec Ataomopac Qaocpotoc

Each bit of the data that we want to transmit is
encoded using a sequence of digits (chips) known
as a Spreading Code = KabBe bit twv dedopcvwyv
1o Ba StadoBouv KwOLKOTIOLETOlL
Xpnotpomowwvtoc pla akoAouvBia Ynodlwv (ta
Pndla avta ovopalovtat chips) n omola eival
yvwotn we¢ o Kwdikac AloeTtopac.

Each bit (0 or 1) that will be transmitted by the

transmitter in the specific channel is encoded

using the same Spreading Code.

During Spreading, data bit O is represented as -1
and data bit 1 is represented as +1.



Spread Spectrum Techniques
Texvikec Ataomopac Qaocpotoc

Example: We want to transmit Data = (0, 1) using the
Spreading Code=(1,1,1,-1,1, -1, -1, -1)
Data = (-1, +1) | pwesio——11 | | pabici—>
Bit 0 will be encoded and transmitted using the
following chip sequence:
(-1).(3,1,1,-1,1,-1,-1,-1)=(-1,-1,-1,1,-1,1,1,1)
Bit 1 will be encoded and transmitted using the
following chip sequence:
(+1).(1,1,1,-1,1,-1,-1,-1)=(1,1,1,-1,1, -1, -1, -1)




Spread Spectrum Techniques
Spreading and Despreading

100

Example: Spreading

ﬂ

- Encode (Spread) = ( (

— Spread Data = (

Data bit 0——> -1

Data bit 1———>+1 |




Spread Spectrum Techniques
Spreading and Despreading

The Receiver will use the same Spreading Code to Despread
(Decode) the chip sequence received.

Example: The Receiver receives the chip sequence
(_11 _1) _1; 1; _1; 1; 1) 1)

Decoding of the chip sequence (applying dot product) using the
Spreading Code (1,1, 1,-1,1, -1, -1, -1):
(-1,-1,-1,1,-1,1,1,1).(2,1,1,-1,1,-1,-1,-1) =
=(-1,-1,-1,-1,-1,-1,-1,-1) =
= (-8)

f decoded data< 0 —> Data bit 0
f decoded data>0 - Data bit 1
f decoded data == - No data




Spread Spectrum Techniques
Spreading and Despreading

Example: Despreading

Step Decode Receiver (Despreading)

Spreading Code (SC)=(1,1,1,-1,1, -1, -1, -1)
-1,-1,-1,1,-1,1,1,1

SC
-1,-1,-1,1,-1,1,1,1 (,1,1,-1,1,-1,-1,-1)
-1-1-1-1-1-1-1-1
Decoded Data’ -8 0
f decoded data< 0 —> Data bit 0
f decoded data >0 —> Data bit 1
f decoded data == - No data




Spread Spectrum Techniques
Spreading Factor & Processing Gain

As illustrated in the previous example, after
despreading the amplitude of the signal increases by
a factor of 8 (analogous to the length of the
Spreading Code =2 this is called the Spreading Factor

(SF))

This effect is termed ‘Processing Gain’ and is a
fundamental aspect (sival eva BepeAiwdec otoxeio)
of all Spread Spectrum systems.

Processing Gain (45 = 10 log,, (SF)



Spread Spectrum Techniques
Spreading Factor & Processing Gain

In the previous example the Processing Gain is 9dB
(10 x log,((8)) = This means that the signal energy
can be increased by 9dB after despreading.

Thus, assuming that the minimum SNIR required by
the Receiver (Demodulator) for decoding the signal
correctly is 5dB, the SNIR that the signal can have
before despreading is therefore 5 dB minus the
Processing Gain (i.e., 5dB — 9dB = - 4 dB).

In other words, the signal power, can be 4 dB under
the interference or thermal noise power, and the
Receiver (Demodulator) can still decode the signal
correctly.



Spread Spectrum Techniques
Spreading Factor & Processing Gain

The number of chips that will be used (i.e., the length

of the Spreading Code) to spread one bit of data is
defined by the Spreading Factor.

The Spreading Factor is given by:

Chip _ Rate

Spreading _ Factor = —
Bit Rate




Spread Spectrum Techniques
Spreading Factor & Processing Gain

Using W-CDMA (Wideband-Code Division Multiple Access,
which is used in 3G Networks) we have 5Mhz carrier
bandwidth and a Chip Rate of 3.84 Mcps to Spread the data.

Note: CDMA uses a carrier bandwidth of 1.25 MHz and a
Chip Rate of 1.22Mcps.

Thus, if we transmit a video clip with Bit Rate of 128Kbps
the Spreading Factor will be:

3,840,000chips/sec
128,000bits / sec

Spreading _ Factor = 30

Each bit will be spread using a Spreading Code of length 30.
Processing Gain = 10 x log,,(30) = 14.77 dB



Spread Spectrum Techniques
Spreading Factor & Processing Gain

Processing Gain allows the received signal power to
be under the interference or thermal noise power
(i.e., improves reception), and the Receiver can still
detect the signal.

Detection of a Spread signal is difficult without
knowledge of the Spreading Code.

Spread Spectrum systems originated in military
applications as it is very difficult to interfere with
(moAU OUokoAa mopepBarietal) and difficult to
identify the signal (oAU duokoAa avayvwplletal n
nAnpodopia Tou peTadPEpPELl To onupa) without
knowing the Spreading Code.



Spread Spectrum Techniques
Advantages

Several advantages can be gained from this apparent
waste of spectrum (amo oavutil tThv mnpodavi
“ontataAn” touv dacpatoc) by this approach:
The signals gains immunity from various kinds of
noise and interference (Ta onuaTat QTOKTOUV
ueyaAvtepn avooioe oto B0opufo KAl  OTLC

nopepBolec) — Due to the Processing Gain that can
be achieved

The earliest applications of spread spectrum were
military, where it was used for its immunity to
jamming (ovoola oe Bopufo kot apeUPOAEC e
OKOTLO TO MUTTAOKAPLOMA TWV KAVOALWV).



Spread Spectrum Techniques
Advantages

It can also be used for hiding and encrypting signals
(Xpnowuomotovvtot yLa arnokpuyn KOl
Kpuntoypadnon Twv onuatwy).
Only a recipient who knows the spreading code
can recover the encoded information.

Several users can independently use the same
bandwidth at the same time with very little
interference.

This property is used in cellular telephony
applications (e.g., in UMTS Networks), with a
technique known as Code Division Multiple
Access (CDMA).



Code Division Multiple Access (CDMA)

Divides up a radio channel not by frequency (as in FDMA), not
by time (as in TDMA), but instead by using Code Sequences
(Spreading Codes) for each user.

Guard Spaces (For keeping the different channels
independent) are realized by using codes with the necessary
‘distance’ in code space, e.g., Orthogonal Codes.

These codes are derived == sz s
from an  Orthogonal T P

| 162)=11111111111111141

. o -
Variable Spreadlng Factor o opiiaagy | SSSsLALLILILL
(OVSF) code tree, and e rrvrvevrrvem
[ ] [ ] _ rE 4
each user is given a s e

C169)=1-11-11-11-11-11-11-11-1

different, unique code. R s prvwovereTreTYTYYPY
1111111

C(1611)=1-11111-1111111111
[
|_c@e12)=111111114141111141

C1613)=1-1-111-1-111-1-111-1-11
| C1614)=1-1-111-1-11-111-1-111-1

Ce7)=114114111

C(1615)=1-1-11-111-11-1-11-111-1

CEg)=111111141

|_Ctilele)=1-1-11-111-1-111-11-1-11




Code Division Multiple Access

Orthogonal Codes

Orthogonal codes have a cross-correlation equal to zero; in
other words, they do not interfere with each other

Their dot product (operation of vectors) is equal to zero
An example of orthogonal codes (vectors) is provided below:

Cl = (1I 1) 1) 1)’

c2=(1,-1,1,-1),
C3= (11 1) _1) _1)1
C4 = (11 _1) -11 1)1

These vectors (codes) will be assigned to individual users
and are called the Spreading Codes

C

G

G

C4

[+1 +1 +1 +1] I

[+1 -1 +1 -1] I

+1 +1 -1 -1] I

[+1 -1 -1 +1] I




Code Division Multiple Access

Orthogonal Codes Examples:

Question 1: Is SC1 = (1, -1, 1, -1) and SC2 = (1, 1, -1, -1),
orthogonal?

Answer 1: For these two Spreading Codes to be orthogonal
their dot product (SC1 . SC2) must be equal to 0.

(1,-1,1,-1).(1,1,-1,-1) = (+1-1-1+1) =0

Their dot product is equal to O, therefore these two Spreading
Codes are orthogonal



Code Division Multiple Access

Orthogonal Codes Examples:

Question 2: Is SC1 = (1, -1, 1, -1) and SC2 = (1, -1, -1, -1),
orthogonal?

Answer 2: For these two Spreading Codes to be orthogonal
their dot product (SC1 . SC2) must be equal to 0.

(1,-1,1,-1).(1,-1, -1, -1) = (+1 +1 -1 +1) = +2

Their dot product is not equal to O, therefore these two
Spreading Codes are NOT orthogonal



Code Division Multiple Access -
Example of Spreading and Despreading a Signal

Each user is associated with a different Spreading Code, say C
During the Spreading of the Data bits:

Data bit 0 will be represented as -1

Data bit 1 will be represented as +1
For example:

C=(1, -1, -1, 1) (this is the Spreading Code and in this case the
Spreading Factor is equal with 4)

The Data Bit Stream (1, O, 1, 1) would correspond to (C, -C, C, C)
The Spread Data will be:
((1; -1; -11 1); (-11 11 1; -1)1 (11 -11 -11 1)1 ( 1/ -1; -11 1))

‘ Data bit 0——> -1 \ ‘ Data bit 1————> +1 \ ‘ Silence —>0 \




Code Division Multiple Access -
Example of Spreading and Despreading a Signal

Example of encoding (Spreading) and
decoding (Despreading) a signal

“Sender 1” has a
Spreading Code (C,) = (1, -1, -1, 1)
Data (D,) =(1,0, 1, 1), and
“Sender 2”
Spreading Code (C,) = (1, 1, -1, -1)
Data (D,) = (0, 0, 1, 1), and
Both senders transmit simultaneously



Code Division Multiple Access -
Example of Spreading and Despreading a Signal

Encode Sender 1 (Spreading)
C1 = (11 '11 '11 1)1 D]_ = (11 0; 1} 1)

Encode1=(C, -C,,C,,C,) =
((11 '11 '11 1))('11 1) 1) '1)1(11 '11 '1) 1))(11 '11 '11 1))

Spread Signal1-=(3,-1,-1,1,-1,1,1,-1,1,-1,-1,1,1,-1,-1, 1)

cz = (11 1; '1; '1)1 Dz = (Or 0) 1) 1)

Encode 2 = (-C,, -C,,C,,C,) =
(('11 -1I 1) 1))('11 '1; 1) 1)) (11 1; '11 '1)1 (11 1; '11 '1))




Code Division Multiple Access -
Example of Spreading and Despreading a Signal

The physical properties of interference say Constructive Destructive
. . . . Interference . Interference Signals are slightly out
that if two signals at a point are in phase, e Signals are completely of phase
. " " . . Signals are in phase out of phase
they will "add up" to give twice the

, , , AN AN ANAWA AWAA
amplitude of each signal, but if they are out d

Vv i VVV:e VV Vi

of phase, they will "subtract" and give a NS AL AN

signal that is the difference of the
amplitudes. /\/\/\ : {/\\//\\//\\/’,

Because Signal 1 and Signal 2 are transmitted at the same time using the
same frequency band, we'll add them together to model the raw signal in
the air. This raw signal may be called an Interference Pattern.

Interference Pattern:



Code Division Multiple Access -
Example of Spreading and Despreading a Signal

Question: How does a Receiver make
sense of this Interference Pattern?

Answer: The receiver knows the
Spreading Codes of the senders. Using
these Spreading Codes on the received
interference pattern can extract an
intelligible signal for any known sender.
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Step Decode Sender 1 (Despreading)
0 C1 = (1) '1; '11 1))
Decode 1 = Interference_Pattern . C, =
1 1,-1,-1,1)=
(0+2+0+2),(-2+0-2+0),(2+0+2+0),(2+0+2+0))
2 Datal=(4,-4,4,4)=(1,0,1,1)
Step Decode Sender 2 (Despreading)
0 c2= (11 1) '1) '1))
Decode 1 = Interference_Pattern . C, =
1 (1,1,-1,-1)=
((0-2+0-2),(-2+0-2+0),(2+0+2+0),(2+0+2+0))
2




Code Division Multiple Access
Example of Spreading and Despreading a Signal

Available
bandwidth




Code Division Multiple Access -
Example of Spreading and Despreading a Signal

C

+1 +1 +1 #1711 l

G

Bit O
-1

d, . ¢

Y -1 -1 -1 -1]

dy-¢;

1 +1 -1 +1] Y

[-1 -1 -3 +1]

Data

[0 0 0 O]

ds- ¢
[+1 +1 -1 -1] 3

0

Silent

C G

[+1 -1 -1 +1]

dy ¢y

Common
channel

[+1 +1 +1 +1] I [+1 -1 +1 -1] I +1 +1 -1 -1] I

[+1 -1 -1 +1] I




Code Division Multiple Access -
Example of Spreading and Despreading a Signal

o {1 0 —
Time

Bit 0 —»ﬁ—> 1 +1 -1 +1] | || | >
I Time

Silent —»3—» 0 0 0 O >
Time

Bit 1 —»ﬁ—» 1 <1 -1 +1] II | I >
Time

Time

Data on the channel ﬁ




Code Division Multiple Access -
Example of Spreading and Despreading a Signal

Data on the channel
Time

Station 2’'s code

3 i [+1 -1 +1 -1] >
Time

Inner product result >
Time

Summing the values . >
Time

-4 —» -4/4 — -1 —> Bit0



Code Division Multiple Access -
Example of Spreading and Despreading a Signal

Question: In the example so—{f— =
provided Station 3 (S3) did not w0 5F > 111 1
send any data to the channel. |  — .,
What will happen when the -
receiver, during Despreading, = T ¢
correlates the Spreading Code of Data on the channe
S3 on the Interference Patter

(i.e., the data on the channel)?

For example:
Interference Pattern: (-1, -1, -3, 1)

Answer: When the receiver
correlates the interference
pattern with the Spreading Code 3 2C=(1,1,-1,-1)
of S3, the summing of the values
of the despread signal will be
equal to 0 = Thus no data are
included in the channel for S3.

Despreading of S3:
(-1,-1,-3,1).(1,1,-1,-1) =
=-1-1+3-1=-3+3=0 = No Data



Code Division Multiple Access -
Example of Spreading and Despreading a Signal

FOR HOME PRACTICE - Example of encoding (Spreading) and
decoding (Despreading) a signal with 4 users 2>

“Sender 1” has a

Spreading Code (C,) =(1, 1, 1, 1), Data (D,) = (O, 0)
“Sender 2”

Spreading Code (C,) = (1, -1, 1, -1), Data (D,) = (0, 1)
“Sender 3”

Spreading Code (C;) = (1, 1, -1, -1), Data (D;) = (1, O)
“Sender 4”

Spreading Code (C,) = (1, -1, -1, 1), Data (D,) = (1, 1)
All senders transmit simultaneously



Code Division Multiple Access -
Example of Spreading and Despreading a Signal

Example of encoding (Spreading) and decoding (Despreading) a
signal with 4 users,

“Sender 1” Spread Signal.:
(-1,-1,-1,-1,-1,-1,-1,-1)
“Sender 2” Spread Signal:
(-1, 1,-1, 1, 1,-1, 1,-1)
“Sender 3” Spread Signal:
(1, 1,-1, -1,-1,-1, 1, 1)
“Sender 4” Spread Signal:
(1, -1,-1, 1, 1,-1, -1, 1)

Interference Pattern (We add all the signals together)
(0; 0; '4; 0; or '4) 0, 0)



Code Division Multiple Access -
Example of Spreading and Despreading a Signal

Example of encoding (Spreading) and decoding (Despreading) a
signal with 4 users (Interference Pattern: (0, 0, -4, 0, 0, -4, 0, 0))

“Sender 1” Despread Signal (C, = (1, 1, 1, 1))

((0, 0,-4, 0),(0, -4, 0, 0)).(1,1,1,1)=(-4,-4) - Data (0, 0)
“Sender 2” Despread Signal (C, = (1, -1, 1, -1))

((0, O, -4, 0), (0, -4, 0, 0)).(1,-1,1,-1)=(-4, +4) - Data (0, 1)
“Sender 3” Despread Signal (C; = (1, 1, -1, -1))

((0, O,-4, 0), (0, -4, 0, 0)).(1,1,-1,-1)=(+4, -4) > Data (1, 0)
“Sender 4” Despread Signal (C, = (1, -1, -1, 1)):

((0, 0,-4, 0),(0, -4, 0, 0)).(1,-1,-1,1)=(+4, +4) > Data (1, 1)



Code Division Multiple Access

In contrast with FDMA and TDMA which are
bandwidth and time Ilimited, CDMA s
interference limited.

Because all users transmit on the same
frequency and at the same time, internal
interference generated by the users (related to
the transmission power used by each one of
them) is the most significant factor in
determining system capacity and call quality.

Each user is a source of interference to all
the other users in the cell.



Code Division Multiple Access

To increase capacity, the transmit power for each user
must be reduced to limit interference.

However, the Received signal power (at the BS)
should be enough to maintain the minimum required
SNIR needed by the Receiver, so as to decode the
signal (symbol) correctly, for a satisfactory call
quality.

Thus, the goal is all MSs’ transmitted signals to reach
the Base Station and received with about the same
signal power (and equal to the minimum required
SNIR) from the BS - Otherwise some signals could
drown others.



Code Division Multiple Access
Near Far Problem

If all MSs transmit with the same power, signals
transmitted from MSs closest to the BS will be received
with much larger power than signals from MSs further
away.
Due to the difference in the path lengths higher
propagation path loss is experienced for users
further away from the BS.

The received SNIR for signals transmitted from MSs
far from the BS will be low.

Mhus, signals from MSs close to
the BS will drown out signals from
MSs far away from the BS.

Solution: Power Control!!!

Distance




Code Division Multiple Access
Near Far Problem — Power Control

131

Rx-level MS-

0 Power control is essential in
order to  maintain the
transmission power levels used
by the MSs to the lowest level .,

Base Station

n e Ce Ssa ry 9 REd u ce Without Power Control:
° ° ° Tx level MS-1 = Tx level MS-2 = Tx level MS-3 ——
I nte rfe re n ce to the m I n I m u m R level MS-1 < Rx level MS-2 < Rx level MS-3
and maximize the capacity of wnromrcoma
Tx level MS-1 > Tx level MS-2 = Tx level MS-3 —»
t h e SySte m. Rx level MS-1 = Rx level MS-2 = Rx level MS-3

One of the main is to
at the BS is and

aiming to to the b
however for the to be the signal
correctly (i.e., received signal SNIR = minimum required SNIR).




Multiple Access Control
EAeyxoc MoAhamAnc MpooBaonc

In general wireless systems (either infrastructure or
infrastructure-less based) are multi-users systems,

while radio resources are limited.
Thus, the radio resources must be shared among
multiple users.

Infrastructure based Infrastructure-less based

Ad Hoc

Wireless LAN,
Network

Cellular Network é

-




Multiple Access Control
EAeyxoc MoAhamAnc MpooBaonc

Problem: When two or more stations using the same radio
resources (i.e., frequency band or bandwidth or channel),
transmit their frames at the same time, their frames will
collide and the radio resources will be wasted during the
time collision (Otav 6vo 1N meploootepa stations mou
XPNOLUOTIOLOUV TouC idloug aoUPUATOUC TTIOPOUC OTEIAOUV Ta
frames touc tnVv Wb wpa, ta frames twv stations Ba
ouyKpouoTtoUV pe amotéAeopa to SlaBeopo svpoc {wvng
eKelvn T Xpovikn mepiodo tnC cUYKPOUONC VAL TTIAEL XOLLEVO).
How to coordinate the access (Mwc¢ va yivelL 0 cuvtoviopoc
npoofaonc) of multiple sending/receiving stations to the
shared channel in order to avoid collisions and thus avoid
waste of the radio resources???



Multiple Access Control
EAeyxoc MoAhamAnc MpooBaonc

Solution: We need a protocol to coordinate the
frame transmissions of the active stations
(XpelalOpooTE VOl TIPWTOKOAAO YLO VOL CUVTOVLOEL
TIC EKTIOUTIEC TwV active stations - active stations
elval auta ntov €xouv frames £toa va GTaAouv).

These protocols are called Medium or Multiple
Access Control (MAC) Protocols.



Multiple Access Control
EAeyxoc MoAhamAnc MpooBaonc

Remember what a frame is?

SIMPLIFIED PACKET STEUCTURE Encapsulation
Passing
IP To IP From Data Sequence Humber Checksum Ermiil Data e downthe
stack.
Data Data Data
08I LAYERED SEGMENT / PACKET / FRAME Segment
Transport Data
Segment headec
Network | Transport Dath
Mac_To header | hesder Facket
IP To -
Packet Data Seq Num | Checksum Frame Network | Transport Frame Frame (medium dependent)
_ IP From header header header trailer
Mac_From
1100010101000101100101001010101001 Bits

MAC address is a unique identifier assigned —— ) : :

to network interfaces for communications at the data Transport : . Segments » Transport
link layer of a network segment. MAC addresses are , AN -—l
most often assigned by the manufacturer of
a Network |Interface Controller (NIC; the
hardware component that connects a computer to

Network Packets ——» Network

\

.. F ———»  Data Link
the network) and are stored in its hardware. Data Link ame
A network node may have multiple NICs and each NIC i
must have a unique MAC address. Physical Bits ———»  Physical
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Multiple Access Protocols
Contentionless-based

Contentionless-based (Mn Avtaywviotika) Protocols:

A central controller (Base Station or Access Point) is
needed to coordinate (va cuvtovioel) the transmissions
of all the stations.

The controller informs each station when and on which
channel it can transmit its data.

So, each station has its own channel.
By doing this collisions can be avoided entirely

With Contentionless-based Protocols, the stations
transmit in an orderly scheduled manner (Ta stations
EKTIEUTIOUV UE €va HUEOOOLKO TTPOYPAUUATIOLEVO TPOTIO)
so every transmission will be successful (No collisions).



Multiple Access Protocols
Contentionless-based

Contentionless-based (Mn Avtaywviotika) Protocols:
Examples (Basic Channelization Protocols):
FDMA (Frequency Division Multiple Access),
TDMA (Time Division Multiple Access),
CDMA (Code Division Multiple Access)

OFDMA (Orthogonal Frequency Division Multiple
Access)

Typically used in Infrastructure based Networks (e.g.,
WLANSs, Cellular Networks, etc.)



Multiple Access Protocols
Contention-based

Contention-based (Avtaywviotika) Protocols:

No central controller (No Base Station or Access Point) is
needed to coordinate the transmissions of the stations.

All stations transmit using the same channel, without
having a central controller to coordinate them.

If several stations start their transmissions more or less at
the same time, all of the transmissions will fail.

These contention-based protocols resolve the contention
(emiAbouv TOV avtaywviopo) that occur when several
users want to transmit simultaneously and a central
controller is not present.



Multiple Access Protocols
Contention-based

Contention-based (Avtaywviotika) Protocols:

The aim is to minimize collisions and better utilize the
bandwidth by determining:

When a station can use the channel.
What a station should do when the channel is busy.
What a station should do when is involved in a collision.

Examples of Contention-based protocols are the Random
Access Protocols (MpwtokoAAa Tuxaiog MpocBaonc):

Pure (P) - ALOHA,

Slotted (S) - ALOHA,

Carrier Sense Multiple Access (CSMA) & its variants (ko
oL SLapopEeTIKEC EKOOXEC TOU)



Multiple Access Protocols
Contention-based

Contention-based (Avtaywviotika) Protocols:

Typically used in Infrastructure-less based Networks (e.g.,
Ad Hoc Networks), where all the stations transmit using the
same channel.

Also can be used in an infrastructure based network (i.e.,
Cellular Network), for exchanging control information
between a Mobile Station and the Base Station before a
(control and traffic) channel is established between them.

Note that, in infrastructure-based networks, before a
control channel is established between the Base Station
and the Mobile Station, the Base Station is not aware
about the existence of the Mobile Station and thus have
no control over it.



Random Access Protocols

= ALOHA s
o Pure (P)-ALOHA s -~ CsvA
o Slotted (S)-ALOHA . CSMACA
-1 CSMA (Carrier Sense Multiple Access)
o CSMA

o CSMA/CD (CSMA with Collision Detection)
o CSMA/CA (CSMA with Collision Avoidance)
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Developed in the 1970s for a packet radio network by Hawaii
University.

With Pure ALOHA each station sends a frame whenever it has a
frame to send (without requesting any permission).

However, since there is only one channel to share, there is the
possibility of collision between frames from different stations.

The pure ALOHA protocol relies on acknowledgments (ACK) from the
receiver, to indicate if the frame have been received successfully.

If the acknowledgment does not arrive after a time-out period,
the station assumes that the frame has been destroyed.
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A collision involves two or more stations.

If all the stations that were involved in a collision try to resend their
frames after the time-out period, the frames will collide again.

Thus, when the time-out period passes, each station waits a
Random Amount of time before resending its frame.

The randomness will help avoid more collisions. We call this time
the Back-off time (Tg)

After a maximum number of retransmission attempts (Kmax) a
station must give up and try again later = Prevents congesting
the channel with retransmitted frames - amodelyel tnv
ocuudopnon Tou KavoAlov.



ALOHA
Pure ALOHA — Procedure used

With Pure ALOHA, all frames from any station are
equal in size and of a fixed length (L bits)

Since all stations produce frames with equal frame
lengths, all the stations need equal Transmission Time
(T;)* to transmit their frames.

A station that has a frame ready to be send, can
transmit at any time.

Transmission Time (T): The time from the first bit until the last bit of a frame has
left the transmitting node.

T;. = Frame Size (in bits) / Bit Rate of the Channel (in bits/sec)



ALOHA
Pure ALOHA — Procedure used

After transmitting a frame, the sender waits for an
acknowledgment (ACK) for an amount of time equal to
the maximum Round-Trip Propagation Delay* =2 x T,

If no ACK is received, the sender assumes that the
frame has been destroyed.

Then, it waits for a Random amount of time (Back-off
time) and resends that frame.

If the station fails to receive an ACK after a specific
number of repeated transmissions (K,,. ), it gives up
and tries again in a later time.

Propagation Delay(T,): The Time it takes for a bit of a frame to travel between two
separated stations. T, = Distance / Velocity of signal (speed of light)



ALOHA

Pure ALOHA — Procedure used

K: Number of attempts
Tp: Maximum propagation time

T¢,: Average transmission time for a frame

Tg: Back-off time

m Station has
a frame to send

Wait Tg time
(T=RxT,0rRxTg)

Choose a random
number R between

0and 2X-1
No
Kmax iS
normally 15
Yes

K=K+1

Send the frame

Wait time-out time
(2 x Tp}

ACK
received?
Yes




ALOHA
Pure ALOHA

Collision avoidance mechanism

The stations (nodes) involved in a collision retransmit their
frames after a Random Period of time.

Node 1 Waiting a random time

Packet Node 2 I
mﬁ‘"“ “m Retransmission
3

\ Packet
\

1 2 k3 2

Node 3

Packet

» Time



ALOHA
Pure ALOHA

Frames transmission in a Pure ALOHA Network

Collision involves two or more stations

Station 1 g_ _______ [Frame12 | . .
A,

Station 2 Lﬁ __________ _________ Fame22] ____________
i

stons LM fEmenp B

Station 4 g Frame 4.1

i e | el e

NN

)

Collision Collision
duration duration




ALOHA

Pure ALOHA
"53|

-1 Collisions in Pure ALOHA (Complete and Partial)

Collisions in (Pure)ALOHA

Station | - - -
|

Staton 3 ] o
poadeast [0 (O] (O
-

Channel /4 /

Complete Collision Partial Collision




ALOHA

Pure ALOHA — Vulnerable Time

Let t be the time at which the sender A wants to send a frame and T;, is the

frame time (Number of Bits in Frame / Bit Rate of the Channel).

In order to avoid any collisions, if the sender A starts transmission at time t,
) to refrain from transmitting

it needs all other stations (e.g.,
during the time fromttot + T;,.

Also it needs all other stations (e.g.,

) to refrain from transmitting
within one frame time (T;) before its
start. Thus all other stations should
refrain from transmitting during the time
from t — T, to t, otherwise they will
collide.

Thus, the vulnerable period (n gvdAwtn
nepiodoc yia cuykpovoelg) for the frame
of A'sis 2x T, (fromt-T, tot+T,)

B'send
collides with

As end
collides with

Vulnerable time =2 x T,

A's beginning C's beginning
| | |
| | |
| | |
| |
N - |
[ @ = |
| | |
| :
| g
| m =
|
| | ]
| | c
| [ o C 2
[ I g w
| |
| | |
-Tg t t+Tj, Time

4



ALOHA
Pure ALOHA — Vulnerable Time Example

Example: A pure ALOHA network transmits 200-bit frames on
a shared channel of 200 kbps. What is the Vulnerable time?
Assuming that a station is sending a frame at time t, what is
the requirement in order to make the frame collision-free?

Solution:
Frame Transmission Time (T;,) = 200 bits/200 kbps = 1 ms.
The Vulnerable Time is 2 x 1 ms = 2 ms.

Assuming that a station is sending a frame at time t, this
means that no other station should send a frame within
the period of t—1 ms and t + 1 ms.



ALOHA
Pure ALOHA — Efficiency of Throughput

Efficiency of Throughput is the percentage of the
transmitted frames that arrive successfully (without
collisions).

Pure ALOHA maximum efficiency of Throughput is ~18%.
More specifically:

If we transmit F frames/s, then on average 0.18 * F
frames will arrive successfully, without the need of
retransmission.

Throughput or network throughput is the rate of successful message delivery over a
communication channel. A typical method of performing a measurement is to transfer a
'large’ file from one system to another system and measure the time required to
complete the transfer or copy of the file. The throughput is then calculated by dividing
the file size by the time required to complete the transfer. Then the throughput can be
measured in megabits, kilobits, or bits per second.



A I_ O H A L Goron itu
Slotted ALOHA

Time

Frame 4.1 Frame 4.2

Time

Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6

Was invented to improve the efficiency of throughput of Pure
ALOHA, by reducing the vulnerable time of Pure ALOHA (Pure
Aloha has a vulnerable time of 2 x T, )

To achieve the aforesaid, in slotted ALOHA the time is divided into
slots (each slot of period equal to T;) and force the station to
send only at the beginning of the time slot.

A central clock or a station, informs all stations about the start of
a each time slot.

Because a station is allowed to send only at the beginning of the
synchronized time slot, if a station misses this moment, it must
wait until the beginning of the next time slot.



ALOHA
Slotted ALOHA

Of course, there is still the possibility of collision if
two stations try to send at the beginning of the same
time slot.

However, the vulnerable time is now reduced to half
(equalto T;)

By reducing the Vulnerable time from 2xT; to T,,
Slotted ALOHA managed to increase the maximum
channel throughput to ~37%



ALOHA
Slotted ALOHA — Vulnerable Time

The only case that frames of two or more stations can
collide is only when the stations transmit their frames
using the same time slot = Vulnerable time =T,

A collides with C

|

i Begin
2
End

>
End R

- Begin i Begin )

N
i End_

t-Te t t+Tq Time

‘ Vulnerable time =Ty, ‘

|—.e‘. >-|




ALOHA
Slotted ALOHA

Station 1

Station 2

Station 3

Station 4

Frames transmission in a Slotted ALOHA Network

Frame 3.2

Collision  Collision
duration  duration
Framel.1 | Framel12| |
_______ Frame 2.1 L Frame 2.2 L
_______ Frame 3.1 R R
______________ Frame 4.1 L Frame 4.2
Slot 1 Slot 2 Slot 3 Slot 4 Slot 5

Slot 6




ALOHA

Slotted ALOHA
S |

-1 Collisions in Slotted ALOHA (Only Complete Collisions)

Collisions in S-ALOHA
| | |

st [

f

| i i | | | |
| ! |
i i i -
Station 2 I I |
| | I | I | | I | [
| | | | | | | | |
L e
i i i i i
Stabon & | I ! I . I I | |
! ! i ! ! ! ! i ! -
| | | | | | | | |
! ! | ! | ! ! | '
| | | | | | | |
!
Broadcast - - ! .-
. : [ 3
Channel
Complete

Collisions




ALOHA
Slotted ALOHA

Collision avoidance mechanism

Similar to the Pure Aloha. Retransmission takes place in
random selection of a slot time.

Node 1
Packet Nodes 2 & 3

Packets
No /\B:ﬂrunsmissicn Retransmission
transmissio

1 2 3

»Time

NZ

Slot Collision



ALOHA
Advantages and Disadvantages

Advantage of ALOHA protocols

A station that has frames to be transmitted (i.e., an
active station) can transmit continuously at the full
rate of channel (R bps), if it is the only station with
frames.

Very simple to be implemented
No master station is needed to control the medium
Disadvantage of ALOHA protocols

If the number of active stations increases, the
possibility of collisions is also increased.

This causes low channel utilization (i.e., low
throughput)



CSMA (Carrier Sense Multiple Access)

164

7 CSMA Basic

Improvement compared to ALOHA protocols: Stations does not
just transmit immediately when they have a frame to send. First
they sense the channel and start frame transmission only if no
other transmission is ongoing.

o CSMA/CD (CSMA with Collision Detection)

Improvement: Stop ongoing frame transmission if a collision is
detected. =2 Cannot be used with Wireless Transmissions

o CSMA/CA (CSMA with Collision Avoidance)

Improvement: Senses both the medium and the “possibility of
collision” before start transmitting a frame, in order to avoid
collisions.

CSMA/CA with ACK: Enhances reliability of the Acknowledgements
CSMA/CA with RTS/CTS: Solves the Hidden Terminal Problem



CSMA (Carrier Sense Multiple Access)

The maximum throughput achievable by Slotted ALOHA is
only 36.8%.

Thus, with Slotted ALOHA if we transmit F frames/s, then
0.368 * F frames will arrive successfully on average
without the need of retransmission)

We need to find another way of improving throughputs
and supporting high-speed communication networks.

CSMA gives improved throughput compared to ALOHA
protocols.

Significantly minimizes potential collision in a shared
channel by simply having the terminals listening
(sensing) to the channel before transmitting a frame!!!



CSMA (Carrier Sense Multiple Access)

CSMA protocols are based on the fact that each station on the
network is able to monitor the status of the channel before
transmitting information.

Listens to the channel before transmitting a frame (avoid
avoidable collisions — amodelyel ouykpouoelc Tmou Ba
lurtopovoav va anodeuyBouv).

Can reduce the possibility of collision but cannot eliminate it.

Question: Why may there be a collision, if each station listens to the
channel before transmitting a frame?

Answer: Possibility of collision still exists because of Propagation
Delay. When a station sends a frame, it takes time (T ) for the first bit
to reach every station and for every station to sense it.



CSMA (Carrier Sense Multiple Access)
Collisions

(t,) Afinds the
medium is idle and 7

sends its frame A's frame m " (t,) Z finds the medium is
> rame 2 idle and sends its frame
—————————————— 4
m’- ty (t,) Z sense the medium
Collision signal Is active (the frame of A
ts just arrived to Z)

| t,-1,<T,,, =2 Collision |

Time Time

Vulnerable period for CSMA: Equals to the Propagation Time
the time needed for the signal to propagate from one end of
the channel to the other)

(Tprop;



CSMA (Carrier Sense Multiple Access)
Types of CSMA Protocols

Types of CSMA
Non-Persistent CSMA
Persistent CSMA

1-Persistent CSMA
p-Persistent CSMA

Different types of CSMA protocols that determine:
What a station should do when channel is idle?
What a station should do when channel is busy?



CSMA (Carrier Sense Multiple Access)
Non-Persistent CSMA

The station senses the channel first whenever it has a frame to
send.

If the channel is busy, the station waits for a random
amount of time and senses the channel again.

If the channel is idle, the station transmits the frame
immediately.

If a collision occurs, the station waits for a random amount
of time and starts all over again.

Non-persistent Stations are deferential (respect others)

Sense
and transmit

Sense Sense

Wait
L Wait ‘_L Wait w Busy | randomly
H Y > Time dle

Busy

Station can transmit.




CSMA (Carrier Sense Multiple Access)
Non-Persistent CSMA

Performance:

By having the station sensing the channel before
transmitting its frames, the possibility of a collision
is highly reduced (since the vulnerable time is
Reduced to T,,) and thus the throughput is
increased.

Random selection of waiting time (when the
medium is found busy) reduces probability of
collisions because two stations with frames to be
transmitted, will wait for different amount of times.



CSMA (Carrier Sense Multiple Access)
Non-Persistent CSMA

Performance:
However, Bandwidth is wasted if the waiting time
selected is large.

This is because following an end of a
transmission, the channel will remain idle, even if
one or more stations have frames to send
(reduces spectral efficiency)

Random Wai;‘mg times

Sense
and transm it
Sense S5ense

| wait | Wait N

4‘;—* + = Time
Eusy €

Wasted Time




CSMA (Carrier Sense Multiple Access)
1-Persistent CSMA

1-Persistent CSMA is used to avoid idle channel time.

The station continuously senses the channel when it has a
frame ready to send.

If the channel is idle the station transmits immediately;

If the channel is busy, the station keeps listening to the
channel and transmits the frame immediately after the
channel becomes idle

If a collision occurs, the station waits for a random
amount of time and starts all over again.

Sense <
and transmit Y

Continuously sense
Y Channel?

[l T

» Time

Busy Station can transmit.




CSMA (Carrier Sense Multiple Access)
1-Persistent CSMA

Performance:
1-persistent stations are selfish
Is called 1-persistent because the station transmits
with a probability of 1 whenever it finds the
channel to be idle.
Increases the chance of collisions if two or more
stations have ready frames to be transmitted at the
same time
They will both wait for the channel to become free,

and thus they will start transmitting their frames at
the same time > Collision is Guaranteed!



CSMA (Carrier Sense Multiple Access)

p-Persistent CSMA (0 < p

<1)

Time is divided into slots where each time slot typically equals to

the Round Trip Propagation delay time (2 x T,

rop)'

The MS senses the channel when it has a frame to send.
If the medium is idle, then the station estimates a random

number (P,) between 0 and 1.

If (P, < p) then the station will transmit the frame, OR
If (P,> p) the station refrains (avaBdAet) transmission until

the next slot, then repeat from

Probahility outcome

does not allow transmission. Transmit

I I |
Continuously sense 1

1 1
! Time slot I Time slot I Time slot
Y Y » Time

Busy

Idle

{ Chan;>4—

Waita
slot

< ~P /Probability
outcome?

Busy

Use back-off process
as though collision occurred.

<p

\
Station can transmit.




CSMA (Carrier Sense Multiple Access)
p-Persistent CSMA (0 <p < 1)

If the channel is busy, the station will continuously
listen to the channel until the channel becomes idle,
and then repeat from

If a collision occurs, the MS waits for a random amount
of time and starts all over again by sensing the

channel.

Probability outcome

does not allow transmission. Transmit

I
Continuously sense 1

1 1
I Timeslot 1 Timeslot 1 Time slot

T

Y

Y

Busy

» Time




CSMA (Carrier Sense Multiple Access)

p-Persistent CSMA

Performance

Reduces the possibility of collisions
Reduces channel idle time

[

{ Channel?

[dle

»

dle

{ Chan;>4—

Waita
slot

>

Y

< °P Probability
outcome?

Busy
p has to be selected with care l

Use back-off process

o as though collision occurred.
If p small, then more wasted time i

<P

Station can transmit.

Because if p small, the possibility to have, in some cases,
all stations refraining from transmission will be higher. No
station will use the channel at some periods of time.

If p large, more collisions

Because if p large, the possibility to have more than two
stations transmitting at the same time be higher and thus

more collisions will occur.




Hidden Terminal Problem

CSMA protocol and its variants can reduce collisions drastically,
however it still suffers from a problem called Hidden Terminal.

Hidden Terminals refer to the stations that are out of each
others’ radio transmission and sensing range (for example A
and C).

For example this can occur in an ad hoc (i.e., infrastructure-
less) wireless network where the stations are randomly
distributed (tuxaia dtaokopmiopeva).

Wireless stations have limited transmission ranges and not
all stations are within the radio range of each other (and
thus cannot sense their transmissions).

The Hidden Terminal Problem occurs when two or more
Hidden Terminals (A and C) are sending their frames
simultaneously, to a Terminal that is located in their common
coverage area (B).



Hidden Terminal Problem

Example: Hidden Terminal Problem Radio transmission range

Stations A and C can communicate
with Station B

But Station A and C cannot hear each
other since they are out of each
other’s radio transmission/sensing
range (Hidden Terminals).

Station A transmits to Station B

If Station C “senses” the channel, it Hidden terminal area
will not hear Station A’s transmission

and falsely conclude that it can

begin a transmission to Station B.

Which will cause a collision at
Station B.



CSMA/CA with RTS/CTS
(Request To Send/Clear to Send)

CSMA/CA with RTS/CTS can overcome the Hidden Terminal Problem
by using handshake frames exchange (RTS and CTS) before starting
transmitting their frame.

Assume that Station A is ready for transmission to Station B
Station A broadcasts a RTS frame to Station B.

After receiving the frame, Station B replies with a CTS frame back
to Station A, accepting the transmission.

Hidden Station C which is in the RTS N
{ A C
O CTS O

transmission range of Node B, cts  \BJ
receives (senses) the CTS frame. DATA

Therefore, Node C knows that ACK
Node B is in communication Ay
with another station and it
will refrain (enter a delayed
access state) from any
transmission.




Channelization Protocols - Multiple

Division Techniques for Traffic Channels

FDMA (Frequency Division Multiple Access)
TDMA (Time Division Multiple Access)

CDMA (Code Division Multiple Access)

OFDMA (Orthogonal Frequency Division
Multiple Access)

L) (1| 0| E



Introduction

The Random Access Protocols discussed in the
previous slides coordinates access of multiple
sending/receiving stations using the same channel
(i.e., only one station is allowed to transmit at
given point in time otherwise their frames will
collide)

These Random Access Protocols can be used in
Infrastructure-less based Networks (Ad Hoc
networks) for exchanging data between the
Mobile Stations (MSs).



Introduction

They can also be used in Infrastructure based networks, for exchanging
control information between a MS and the BS, before a dedicated
channel is allocated to them.

Note that, before a connection is established between the BS and the
MS (e.g., just when the MS is switched on), the BS is not aware about
its presence in its coverage area and thus have no control over the
MS.

The MS makes itself known to the BS by sending to it a control
message indicating its readiness to send information to the BS.

The channel used to send this control message is the same for all
MSs in the BS’s coverage area = A Random Access Protocol is used,
to coordinate the transmissions of all the new MS requesting access
to connect.

The BS, in turn, advises the MS which particular traffic channel is to
be used exclusively by that MS for actual information exchange.



Introduction

In a wireless infrastructure-based environment, a BS
needs to establish a radio connection for all the MSs
in its transmission range.

Thus, there is a need to address the issue of
simultaneous multiple access by numerous MSs
located in the BS’s coverage area.

To achieve this, many channels need to be made
available.

E.g., Wireless LAN, -~~
Cellular Network '« 47




Introduction

Three basic ways to have many channels within an
allocated bandwidth: Frequency, Time, or Code.

Frequency Division Multiple Access (FDMA)
Time Division Multiple Access (TDMA)
Code Division Multiple Access (CDMA)

FDMA TDMA CDMA
(Frequency Diwision (Time Division (Code Division
MMultiple Access) Iultiple A coess) IMultiple Access)

Code
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FDMA, TDMA and CDMA — An Analogy:

FDMA: A Large room is divided into small rooms (i.e., discussion
rooms). A pair of people that wants to communicate will use a
discussion room. If another pair of people wants to speak, they
must use another discussion room.

Introduction

TDMA: A Large room can be divided up into small rooms (i.e.,
discussion rooms). More than one pair of people can be in the
same room. Each pair will get 30 seconds to communicate. All
other pairs should wait for their turn. They can speak only when
their turn comes.

CDMA: All people are in the same room. All pairs can
communicate at the same time but each pair communicates in
different language that only those two know (i.e., different
spreading codes). If voice volume is minimized, the number of
pairs that can communicate is maximized.



Duplex Communication

To provide simultaneous two-way communication
(duplex communications), a Forward link (referred
as Downlink channel) from the BS to the MS and a

Reverse link (referred as Uplink channel) from the
MS to the BS are necessary.

Two types of duplex systems are utilized:
Frequency Division Duplexing (FDD)
Time Division Duplexing (TDD)

FDMA mainly uses FDD, while TDMA and CDMA
systems use either FDD or TDD



Duplex Communication - FDD

187

7 Forward Link (Downlink (DL) channels) and
Reverse Link (Uplink (UL) Channels) use different
frequency bands.

Forward link (F1)

AN

Base Station

Operating UL Frequencies DL frequencies
Band UE transmit, Node B receive UE receive, Node B transmit

| 1920 - 1980 MHz 2110-2170 MHz

l 1850 -1910 MHz 1930 -1990 MHz

Mobile Station i 1710-1785 MHz 1805-1880 MHz




Duplex Communication - TDD

Forward Link (Downlink channels) and Reverse Link
(Uplink Channels) use the same frequency band. The
Uplink and Downlink channels are divided into time
slots. The Mobile Station and Base Station transmit
sequentially, using the time slots designated to them.

Forward link (F1)

Reverse link (F1) @6 Bgse Station
VP
&

Mobile Station
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Silent Data

Separates a large band (i.e., the available
bandwidth) into smaller sub-bands (frequency
bandwidths) that forms the channels.

The BS dynamically assigns a different channel
(carrier frequency) to each active user (MS)

Guard Bands are used to separate channels and
minimize adjacent channel interference

Uses Frequency Division Duplexing (FDD)



Frequency Division Multiple Access

Available
bandwidth

________________
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Silent Data



Frequency Division Multiple Access

Channels can be assigned on-demand, when a
user needs to communicate

Elach user can only be assigned one channel.

EDMA is used in narrowband systems (e.g., 30 kHz
frequency bands) =2 E.g., FM Radio

FDMA was the initial multiple-access technique
used in the 15t Generation systemes.

Used in analog cellular phone systems (AMPS;
Advanced Mobile Phone System)



Frequency Division Multiple Access

Advantages:

Provides large time between subsequent symbols
compared to the average Delay Spread.

This reduces InterSymbol Interference (ISI) - No serious
ISI is likely to occur if the time between symbols is
longer than, say, Ten times the Average delay spread.

No need for synchronization (network timing) required
because transmission is continuous in FDMA - Reduces
Overhead

Algorithmically simple and easy to implement.

Depending on the propagation environment and the distance of the MS from the
BS, the Delay Spread can be in the range from some nanoseconds (10° seconds) to
some microseconds(10° seconds))



Frequency Division Multiple Access

Disadvantages:

If there are not enough users for the number of available channels, the
channels that are not used, will remain idle = the radio spectrum is
wasted (spectral inefficient)

Presence of guard bands (idle unused frequency bands — 500 Hz on each
side of the channel) between adjacent channels are needed = Reduces
spectral efficiency

A Channel (frequency band) allocated to a user is reserved for the whole
call duration (even when silent)> Reduces spectral efficiency

Channel bandwidth is relatively narrow (30KHz) = Low data rates achieved
in FDMA based systems.

The maximum bit rate per channel is fixed.

Requires expensive narrowband filters to reduce adjacent channel
interference (i.e., interference from channels that uses adjacent
frequencies)



Time Division

Multiple Access

In TDMA, the available bandwidth is timeshared between
the users = TDMA splits the time into several time slots
and assigns the slots among multiple users.

Only one user can transmit or receive data per slot

The users are synchronized in time using a network-wide
clock and each of the users takes turn in transmitting and
receiving data in its assigned time slot in a Round Robin
fashion.

There is a Guard Time between the subsequent time slots
so that interference caused due to multipath propagation
delays (i.e., due to delay spread), can be minimized.



Time Division Multiple Access

The Guard Time used between subsequent time slots is
usually estimated by considering:

Mime inaccuracies due to clock (synchronization)
instability

Delay Spread of transmitted symbols (so as to avoid
Intersymbol Interference between the different users)

Transmission Time Delay (the time from the first bit
until the last bit of a packet has left the
transmitting station) 2 Depends on the bit rate of the
channel.

Uses Time Division Duplexing (TDD)

Channels can be assigned on-demand when a user
needs to communicate.



Time Division Multiple Access

Widely used in the field of mobile telephones
(GSM) and mobile satellite communication
systems

In radio systems, TDMA is wusually wused
alongside with FDMA. This is the case for GSM
(Global System for Mobile Communications).



Time Division Multiple Access

-

Available
bandwidth




Time Division Multiple Access

Advantages:

No Guard Band required = Enhances spectral efficiency
as all frequencies of the available bandwidth are utilized

Higher bit rates achieved and more users can be
supported using the same bandwidth, than FDMA.
Extended battery and Talk time:

Mobile Devices can save battery power by turning off
Transmitter/Receiver, during time slots they are not
transmitting or receiving data.

Can support Flexible Bit Rates = Ban allocate multiple
time slots to a user, if needed, to provide increased data

rate.




Time Division Multiple Access

Disadvantages:

Requires network-wide timing synchronization = Increases
complexity and signaling overhead

Guard Time (10 x average delay spread) between time slots have
to be considered to separate users = Spectral Inefficiency, as the
available bandwidth remains idle between subsequent time
slots

However, these Guard Times are minor (some nano- or micro-
seconds, depending on the environment).

Too few users result in idle channels

A Channel (time slots) allocated to a user is reserved for the
whole call duration (even when silent)> Reduces spectral
efficiency

Higher costs due to greater equipment sophistication



Code Division Multiple Access

For further info see Slides of Spread Spectrum Techniques

In contrast with FDMA and TDMA which are

bandwidth and time Ilimited, CDMA s
interference limited.

Because all users transmit on the same
frequency and at the same time, internal
interference generated by the users is the
most significant factor in determining system
capacity and call quality.

Each user is a source of interference to all
the other users in the cell.



Code Division Multiple Access

For further info see Slides of Spread Spectrum Techniques

To increase capacity, the transmit power for each user
must be reduced to limit interference.

However, the Received signal power (at the BS)
should be enough to maintain the minimum required
SNIR needed by the Receiver (for allowing it to
decode the signal correctly) for a satisfactory call
quality.

Thus, the goal is all MSs’ transmitted signals to reach
the Base Station and received with about the same
signal power (and equal to the minimum required
SNIR) from the BS (also known as Node-B) —>
Otherwise some signals could drown others.



Code Division Multiple Access

For further info see Slides of Spread Spectrum Techniques

Advantages:

Better Spectral Efficiency than FDMA and TDMA - The
available bandwidth is much better utilized.

No absolute limit on the number of users.
CDMA is interference limited, NOT bandwidth limited.
If interference is kept low, more users can be included.

Flexible allocation of resources is supported (variable bit
rates supported) = Depending on the bit rate requested, a
different Spreading Code, with a different Spreading
Factor will be assigned.

Impossible for hackers to decode the signal without
knowing the Spreading Code used (Provides better
security and privacy)




Code Division Multiple Access

For further info see Slides of Spread Spectrum Techniques

Advantages:

Better signal quality and greater resistance to
interference and noise (due to the Processing Gain
achieved)

Increased talk time and standby time for Mobiles (Uses
Fast Power Control that saves battery life for MS)

No sense of handovers when a MS is changing cells (Soft
Handover can be used; The MS can have simultaneous
connection with more than one BSs)

The CDMA channel is 1.23 MHz wide (higher data bits
rates can be supported compared to FDMA and TDMA

Wideband — CDMA (WCDMA) supports a 5 MHz channel
and thus much higher bit rates; used in UMTS networks.




Code Division Multiple Access

For further info see Slides of Spread Spectrum Techniques

Disadvantages:

Requires more complex transmitter and receiver for
spread spectrum signal generation and reception (more
expensive equipment)

Near-far problem arises: If all users transmit with the
same power, signals received from MSs closer to the
receiver will be stronger than signals transmitted from
MSs farther away.

The BS requires to Power Control all the MSs in its
coverage in order to keep their transmission power
levels to the lowest possible for reducing interference
to the minimum.

Power Control increases the complexity of the system.




Summary of the various Multiple
Division Techniques

Technigue

FDMA

TDMA

CDMA

Concept

Divide the frequency
band into disjoint
subbands

Divide the time into
non-overlapping time
slots

Spread the signal with
orthogonal codes

Active terminals

All terminals active on
their specified
frequencies

Terminals are active in
their specified slot on
same frequency

All terminals active on
same frequency

Signal separation

Filtering in frequency

Synchronization in time

Code separation

Handoff

Hard handoff

Hard handoft

Soft handoff

Advantages

Simple and robust

Flexible

Flexible

Disadvantages

Inflexible, available
frequencies are fixed,
requires guard bands

Requires guard space,
synchronization
problem

Complex receivers,
requires power control
to avoid near-far
problem

Current
applications

Radio, TV, and analog
cellular

GSM and PDC

255G and 3G




Cellular Network

In a Cellular Network a geographical area is split into
smaller land areas called Cells, each served by a fixed

Base Station (BS).

A Mobile Station (MS) located in the Cell’s area is
attached to the Network through the Base Station.




Cellular Network

When joined together, these cells provide radio
coverage over a wide geographic area.

Continues service
coverage within this
area is achieved by
handoff (or handover),
which is the seamless iy
transfer of a call from
one Base Station to the .
other as the Mobile
Station (MS) crosses
Cell boundaries.

MSC FSTN

—_———_———— — — — — — —

________________



Cellular Network: Main Components
Base Station (BS)

Also known as Base Transceiver Station (BTS) or NodeB (in 3G)

Is a piece of network equipment that facilitates wireless
communication (i.e., is the interface) between a Mobile Station (MS)
and the Core Network.

Mainly Responsible for
establishing the physical
channels (using electromagnetic
waves) and relay messages
between the MSs and the
Network. Performs:

BSC BSC

Encoding/Decoding, Lot |
Encrypting/Decrypting, s G |
Multiplexing, Modulating, | i B e BT

Demodulating and feeding the ‘...~ .. |
RF signals to the antenna.



Cellular Network: Main Components
Base Station Controller (BSC)

Provides the Intelligence behind the Base Stations. Known as Radio
Network Controller (RNC) in 3G.

Typically a BSC has tens or even hundreds of BSs under its control

The BSC mainly handles/controls:

Radio Resource (Frequency)
Control: Controls and Reserves the
radio frequencies that will be used
by each BS that is under its control.

Allocation and Deallocation of =
Radio channels for the MSs (e.g., ﬁ’ a
Legend

frequency bands, time slots, - \.
spreading Codes) =

M3C FSTN

Transmission Power of the BSs andi B g .
MSs e )




Cellular Network: Main Components
Base Station Controller (BSC)

Paging Control to locate a MS based on its reported
location (done in cooperation with the MSC — the MSs’
“approximate” location is stored in the VLR located in the
MSC)

Call Setup (allocation of needed network (RN and CN)
resources) between the calling and the called MSs (done
in co-operation with the Mobile Switching Center (MSC))

Controls Handovers of MSs moving between BSs that are
under its control

Note: In the case of an inter-BSC handover (i.e.,
handover between two BSs controlled by different
BSCs), handover control is part of the responsibility of
the anchor MSC



Cellular Network: Main Components
Mobile Switching Center (MSC)

Provides the link (connection):
Between the MSs supported by the Network’s Base
Stations.

To other external Networks, e.g., other PSTNs (Public
Switched Telephone Networks, etc.)

All Communications between two
MSs within the Cellular Network
or between a MS and another MS
in another Network, travel

through the MSC. BSC BSC

MSC has a number of BSCs
under its control.

MSC PETN

________________



Cellular Network: Main Components
Mobile Switching Center (MSC)

Performs functions, such as Call Set-up/Release and
Routing of data (in association with the BSCs) to MSs.

Controls Handovers of MSs moving between cells (BSs)
controlled by different BSCs (known as inter-BSC
handovers)

Authenticates and validates Users
Charge users’ accounts.

B3C BSC
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Cellular Network:

MSC — HLR/VLR

As Mobile Stations move, it is important for the MSC to be able to
determine their “location” (i.e., at least the Cell ID that the MS is
within) in the coverage area, to effectively facilitate routing of
communications between them.

For this task, the Network maintains a large database known as the
Home Location Register (HLR), which stores relevant Location for each
Mobile Station and other permanent information, (i.e., IMSI, Name,
Identity, services supported for the customer, etc.) regarding the
Cellular Network’s subscribers.

IMSI (International Mobile Subscriber Identity) uniquely identifies
the user of the Cellular Network. Identifies also the Country and the
Network Operator the User is subscribed. Stored in the Subscriber
Identity Module (SIM) card and serves as the primary key for each
HLR record.



Cellular Network:

MSC — HLR/VLR e e [
: u.../"L-m—Eﬁ-——A F_E—é: DV
'?S \\\ETTS\ L BSC %‘t

Because accessing the HLR consumes MSC’s
processing resources (heavy queries will have to
be performed due to the great amount of
subscribers records included), most operators
employ a Visitor Location Register (VLR) database
in the MSCs.

A VLR is a database that contains information only
for the subscribers currently “active” and roaming
within the geographical area that is supported by
the MSC.




Cellular Network:
MSC — HLR/VLR

GMSC

The MSC obtains information about a user currently roaming
within its coverage area, by signaling the HLR where the user is
subscribed, and creates and maintains a temporary record in
the VLR while the user is within its coverage area.

Note that the kind of data stored in a VLR is similar to that
stored in the HLR, but are not permanent.

In case the user is subscribed to another Cellular Network, it
signals the Gateway-MSC/HLR of that network using the IMSI
of the user.

Recall: The user is uniquely “Internationally” identified by
the IMSI.



Cellular Network: Main Components
MSC — HLR/VLR

The VLR contains the “location” of all mobile phone
subscribers currently roaming in the service area of the
MSC. This information is necessary to route a call to the
right Base Station.

The database entry of the subscriber is deleted from the
VLR when the subscriber leaves the MSC’s service area.

The primary role of the VLR is to minimize the number of
gueries that MSCs have to make to the Home Location
Register (HLR) (which holds the full list of all the users
subscribed at the MSC — i.e., all the subscribers of the
Cellular Network).



Cellular Network Advantages

Question: Why mobile network providers
install several thousands of Base Stations
throughout the country (which is quite
expensive) and do not use powerful
transmitters with huge cells?



Cellular Network Advantages

Answer: Because Cellular Network provides:

Higher Capacity since smaller cells are used and the frequency
reuse concept is applied

Less Transmission Power is required by the MS to reach the
BS, and vice versa, in shorter distances = Thus less the energy
consumption (improves battery life for the MSs, lower power
emissions thus positive health impacts, etc.)

Interference is Reduced as less transmission power is required
for the signal to cover shorter distances, thus less intra- and
inter- cell interference.

More Robustness to the network as if one BS fails, only one
small part of the network will be affected.



Cellular Network Advantages
Higher Capacity

Higher capacity comes from the fact that the same radio
frequencies can be reused in different smaller areas for a
completely different transmission

“Frequency Reuse” concept: The same frequency band
can be assigned to two or more cells that are far
enough apart such that the radio Co-Channel
Interference between them is within a tolerable limit.

7 cell cluster.
The available
Bandwidth (F) is
divided between
these 7 cells In
the cluster.

0
repeated until
00 P

Q the selected
7] service areais
n covered.




Cellular Network Advantages
Higher Capacity

Each Network Operator is given a specific amount of
frequencies (Bandwidth) that a BS can use to establish
the channels that will be assignhed to the users under its
control 2 The amount of channels, and thus the
number of concurrent users within a cell, is limited.

When a certain amount of frequencies, from the given
BS’s bandwidth, is assigned to a certain user, this
frequency band is blocked for other users within the
same cell.

Thus, huge cells do not allow for more users!!! On the

contrary, they are limited to less possible users per
km?2!!!



Cellular Network Advantages
Higher Capacity

Using the Frequency Reuse concept and a number
of smaller cells to cover an area, much more users

can be supported per Km?.

This is also the reason for using very small cells in
cities where many more people use mobile
phones.



Cellular Network Advantages
Higher Capacity

Only one BS Frequency Reuse Concept:
supporting a A number of smaller cells

large coverage are used to cover the

area using a same coverage area.
specific range In this example the same
of frequencies cluster of cells is repeated

(F) 7 times = The same
range of Frequencies (F) is

reused 7 times - Can

accommodate seven

times more users.

The number of times a cluster is re-used, is the number of
times the entire spectrum (F) can be re-used = and thus the

number of times the capacity is increased (more users can
be supported)
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Cellular Network Advantages
Less Transmission Power Required

While transmission power aspects are not a big problem
for Base Stations, they are in fact a very serious problem
for Mobile Devices which are powered by batteries.

A Mobile Device far away from the Base Station would
need much more transmission power for its signal to
reach the Base Station.

Thus, with small cells the amount of transmission power
required by the Mobile Device to reach the BS is reduced,

So Mobile Devices can last longer between battery
charges and batteries can be smaller.

Moreover, lower power emissions help in addressing
health concerns.



Cellular Network Advantages
Reduced Interference

Having long distances between a MS and a BS results in even
more interference problems (Longer Distance =2 Higher
Transmission power required = more interference in the
Radio Access Network).

With small cells and the use of “frequency reuse” concept,
the problems of adjacent channel and co-channel
interference can be greatly reduced.

The interference is reduced even further with the use of

Sectorized antennas.

In Sectoring, the cell coverage remains the same, however
is divided into several sectors by using Directional
antennas at the Base Station instead of a single
omnidirectional antenna.



Cellular Network Advantages
Robustness

Cellular systems are decentralized (i.e., uses a
number of smaller cells, distributed in a large
geographical area, to cover the area) and so, more
robust against the failure of simple components.

If one antenna fails this influences
communication only within a small area of the
whole coverage.

Large cells
for rural




Cellular Network
Problems Encountered

The cellular solution resolves the basic problems
of radio systems in terms of radio system capacity
constraints, but raise new problems, such as:

Infrastructure Needed: Cellular systems need a
complex infrastructure to connect all Base
Stations.

This includes many antennas, switches for call
forwarding, Location registers to find a Mobile
Device in the Network, etc., which makes the
whole system quite expensive.



Cellular Network
Problems Encountered

Problems due to Mobility: The Mobile Device has
to perform a handover when changing from one
cell to another = Handover Control (and also
more complex Mobility Management functions)
is needed!

Depending on the cell size and the speed of
movement, this can happen quite often (i.e., the
smaller the size of the cell or the higher the
speed of the user, the more frequent the
handovers)



How Does Cellular System Work
Location Management

PSTN

)

________________

Aim: Track the MS in order to deliver data to it.

The MS Periodically sends Location Updates to the
MSC (these are registered in the VLR and updated in
the HLR)

MSC locates the MS by Paging the MS in a group of
cells (BSs) the MS may be located in.

To avoid signaling overhead and MS battery
consumption, the Location Updates are Periodic
and Not continuous. Therefore we may not know
the exact BS of the MS. = That is why the paging
message is sent to a group of cells



Cell Sizes

- Depending on their size, cells can be categorized
as Macro, Micro, Pico and Femto Cells
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Cell Sizes

Depending on their size, cells can be categorized
as Macro, Micro, Pico and Femto Cells

Picocell [Apartment Complex)

3G or LTE Macro
Microcell (Enterprise)

.
g!a' \

Office Broadband

Hotel WiFi Broadband

L]

Operator Network

Femtocell [Residential)

=0

[t

Internet

Wireless Network with Small Cells



Cell Sizes — Macro Cell

1to 20 Km radius (and more...)

A macro cell provides the largest coverage area
within a mobile network — perhaps an entire
metropolitan area (e.g., area of Nicosia).

The antennas for macro cells are placed at a height
that provides a clear view over the surrounding
buildings and terrain.

Provides radio coverage served by a high
power (typically tens of watts) cellular BS (tower).

Macrocells are mainly found in rural areas (oypotikec
neplox£g) or along highways.



Cell Sizes — Micro Cell

500 meters — 2 Km radius

Wireless Network with Small Cells

A micro cell is a cell served by a low power cellular BS
(some watts), covering a limited area.

Micro cells are usually used to add network capacity
in areas with very dense phone usage, such as
train/metro stations, hot spot areas, etc.

Micro cells are also often deployed temporarily
during sporting events and other occasions in which
extra capacity is known to be needed at a specific

location in advance.



Cell Sizes — Pico Cell

50 - 500 meters radius @

Wireless Network with Small Cells

Most commonly used for covering a small area, such
as a street corner, in-building (offices, shopping malls,
etc.), or more recently an airplane cabin.

Typically used to extend cellular coverage to indoor
areas where outdoor signals do not reach well (e.g.,
underground metro stations), or similarly to micro
cells, to add network capacity in areas with very
dense phone usage, such as train stations or stadiums.



Cell Sizes — Femto Cell

4 — 1 0 m ete rs ra d i u S = Wireless Network with Small Cells

Currently, the smallest area of coverage that is
proposed to be implemented is with a femto cell.

A femto cell is a small, low-power cellular BS, typically
designed for use in a home or small business.

These are perhaps the most exciting products and
challenging technology emerging in the
communications market today.




Cell Sizes — Femto Cell

Current designs typically support 2 to 4 active
mobile phones in a residential setting, and 8 to 16
active mobile phones in enterprise settings

3G/4G Connections are established between the
BS of the femto cell and the MSs.

Femtocell

A Femto cell

connects the MSs to e, "1'; ff
the service TS M
provider’s network il
via broadband | Jlﬂlll

internet connection.



Cell Sizes

The sizes of cells can be different depending on the
environment and the purpose that will be used.

Cells designed to cover suburban/rural areas (mMpPoAOTIOKEC
N aypoTIKEG TEPLOXEG) (where we have few users) or long
highways (where the Users move with Vehicular Speeds)

have antennas on tall towers and cover a large area (Macro
cells).

In urban areas (aOTIKEC TMePLOXEC) antennas are usually
located low in height and their transmitting powers are also
low. Therefore the coverage areas are small for two reasons:

Since the population density is high, more smaller Cells
are needed so as to support more users per km?

Buildings may block radio wave transmission, therefore
more cells (BSs) may needed to cover an area in a city.



Signal Strength

» Distance x from BS

The strength of a signal transmitted from a BS attenuates as it
propagates longer distances = The longer the distance of the
MS from the BS, the weaker the signal strength will become.

Thus, as the MS moves away from the BS of the cell, the signal

strength weakens, and at some point a phenomenon known as
Handover, occurs.

This implies a radio connection to another adjacent cell.

Signal strength )
(indBm) - - -
Signal Strength contours (repwypdappara) / /7T A
around two adjacent cells LU A A LA
Ideal Case (Not feasible due to the ﬁgm
different propagation effects caused on '
the Signal) Select cell i on left of boundary Select cell j on right of boundary

Ideal boundary



Signal Strength

However, the distance is not the only factor affecting
signal strength = Environmental factors and multipath

propagation affects the signal strength, too.

The signal strength contours may not be concentric circles
as signal strength can be distorted by a lot of factors:

Atmospheric conditions, presence of obstacles, terrain,
interference, noise, multipath propagation, etc.

Signal Strength contours
(repypappara) around two adjacent ||| -/
cells

§ 00

Actual Case "
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Handover Control | o_o;‘,. .

Y
During a call, a Mobile Station (MS) may move out
of coverage area of a cell and move into the

coverage area of a different cell

The Base Station Controller (BSC; or sometimes
the Mobile Switching Center (MSC)) must identify
the new BS that will handle the call.

The BSC must seamlessly transfer the control of
the call to the new BS and assigh to the call a
new channel from the available channels of the
new BS.



Handover Control Jj Bkt TETR

Handover algorithm: The Handover from BS; (the Old or Current Cell) to
BS; (the New or Target Cell) is triggered when the CPICH Signal Strength
received from BS; (RSSI; ,y) exceeds the CPICH Signal Strength received
from BS; (RSSl; 5,p) by a pre-defined threshold E (e.g., RSSI yey -
RSSI,-_O,_DZ E). Signal Signal

strength strength

due due
to BS; to BS;

RSSI: Received
Signal Strength
Indicator




Signal Signal
strength strength
due due

Handover Control -=

P_.. denotes the minimum power level (i.e., the minimum
RSSI received from CPICH) that the signal should have at the
MS so as to receive and interpret the signal correctly.

Thus, in the region between the points X; and X, the MS can
be served by both BS; and BS;

Therefore, we have to determine the optimum point (X, )
between X; and X, regions, that the handover must be

triggered.



Handover Control

Pj(\J

Bs; T T MS T T Bs;
X, X X X, X

Important handover parameter determininé the bhoint of
Handover Triggering is the pre-defined threshold E:

When RSSI; \ey - RSSI; o,p 2 E > Handover is Triggered

If E too small, unnecessary handovers will occur if the Mobile
Station is very close to point X; (i.e., the RSSI; \ey = RSSI; o,p)
and moves back and forth (Referred to as the Ping-Pong Effect).

If E too large,

The RSSI; o, may become too weak and the signal will be lost

The downlink transmission power used by the old Cell will be
“unnecessarily” increased to reach the MS in greater distance.

Thus the threshold E should be selected with care so as to
avoid the aforesaid inefficiencies



Frequency Reuse

0 “Frequency Reuse” Concept: The same frequency
band can be assighed to two or more cells that are far
enough apart such that the radio co-channel
interference between them is within a tolerable limit.

7 With this concept, higher capacity (i.e., more users
can be served by the network) can be achieved as the
same radio frequency band can be reused in different
smaller areas for a completely different transmission.



Frequency Reuse

Frequency reuse is possible thanks to the propagation
properties of radio waves (i.e., radio waves attenuate as they
travel longer distances)

Thus, the BSs using the same frequency band should be
located in a distance (Reuse Distance D) far enough apart
between them so that to keep Co-Channel Interference (CCl)
levels within a tolerable limit.

The Issue is to
determine how many
cells must intervene,
between two cells that
will use the same
fre quency band. Cell radius R Cell radius R

Reuse Distance D

Received power in dB




Frequency Reuse Main Steps

Given a Service Area (A) and total amount of frequencies (S;
i.e., total available bandwidth), we mainly do the following:

We form a cluster of cells, i.e., with size N cells.

The total amount of frequencies (S), are divided into N
groups of k amount of frequencies each, where S = k x N.

Each cell of the cluster is
assigned one of the N groups ee
(Fy) each including k amount | Fo oe
of frequencies (k = S/N). ee
All the frequencies within the
cluster are orthogonal (i.e., Example ofa cluster

No interference between with 7 cells (N = 7)
cells of the same cluster) S=F1+F2+F3+F4+F5+F6+F7



Frequency Reuse Main Steps

We repeat the cluster M times over the remaining service area
until all area A is covered.

The same group of frequencies can be reused by two
different cells provided that they are sufficiently far apart
(Reuse Distance D — The distance between two cells using
the same Frequency Group (or channels)).

The total number of system
channels (C) is used as a measure
of capacity of the system.

Given that F channels can be
supported with S amount of
frequencies, if the cluster of cells
is repeated M times > C=MxF




Frequency Reuse Main Steps

We can have different cluster sizes.
Most popular is 4 cell and 7 cell clusters.

1 cell cluster
is used with
CDMA (3G

(b) 3 cell (c) 4 cells (d) 7 cells (e) 9 cells

o $ Gy

(f) 12 cell 13 cells (h) 16 cells

Networks)



Frequency Reuse —
Capacity Enhancement

(a) Frequency reuse pattern for N=4

Example 1: Assume we have a bandwidth (S) that can be used for 36
voice channels, and using this bandwidth we have to cover a 200
square km area.

If we divide the area into 28 cells, and form clusters of 4 cells each
(i.e., each group of 4 cells can use the entire frequency spectrum
(S)), then the bandwidth will be used 7 times - With a cluster of
4 cells, the available spectrum (S) will be divided to four group of
frequencies (F1, F2, F3, F4), and each group will be allocated to
one cell of the cluster.

Each time the entire spectrum is used, 36 users can be
supported.

All together 36 x 7 = 252 users will be supported. It's a 7 time
increase of the capacity.



Frequency Reuse — Capacity Enhancement

Example 2: We have a total bandwidth of 25 MHz and each user
requires 30 KHz for voice communication. We need to cover the
Strovolos area.

Scenario 1: Only one high power antenna is used.
We can support 833 simultaneous users (25MHz/30KHz)

Scenario 2: 20 low power antennas are used.

We divide the area into 20 cells and form clusters of 4
cells each = We divide the entire frequency band into 4
sub-bands and assign one to each cell,

Each cell will have a bandwidth of 25MHz/4 = 6.25MHz.



Frequency Reuse — Capacity Enhancement

Example 2 (Scenario 2 Continue....):

The number of simultaneous users supported by each
cell is 6.25MHz/30KHz = 208.

In this example, 4 cells form a cluster. Since there are
total of 20 cells, the town is covered by 5 clusters
(20/4=5).

Each cluster will use the entire frequency band, so the
number of users per cluster is 833, as calculated earlier,
and the total number of simultaneous users for 5
clusters is 833 x 5 = 4,165 = 5 five times increased in
the capacity than with a single antenna.



Some Capacity Expansion Techniques

Frequency Borrowing: In the simplest case, congested cells can
take (“borrow”) frequencies from their adjacent cells. The
frequencies can also be assigned to cells dynamically.

Cell Splitting: In practice, the distribution of traffic and
topographic features (i.e., the way the users are distributed in
the geographical area) is not uniform, and this presents
opportunities of capacity increase. Cells in areas of high usage can
be split into smaller cells.

Cell Sectoring: With cell sectoring, a cell is divided into a number
of Slice shaped sectors, each with its own set of channels,
typically 3 or 6 sectors per cell. Each sector is assigned a separate
subset of the cell's channels, and directional antennas at the
Base Station are used to focus on each sector.



Cell Splitting

Until now we have been considering the same size cell
across the board. This implies that the BSs of all cells
transmit information at the same power level so that
the net coverage area for each cell is the same.

Some times, this is Not Feasible, due to the terrain
environment of the geographical area; e.g., high
buildings, mountains, open area, etc.),

And in general, this may Not Be Desirable = Service
providers would like to service users in a Cost-Effective
way, and resource demand may depend on the
concentration of users (i.e., traffic density) in a given
area.



Cell Splitting

One way to cope with different terrain
environments and increased traffic is to
split a cell into several smaller cells.

Large Cell - Macro (Low Traffic Density)

Small Cell - Micro (High Traffic Density)

Smaller Cell — Pico (Higher Traffic Density)



Cell Splitting — Example

o We start with macro
cells to support Rural
Areas — i.e., Low Traffic
Density

Macro cells

o We split macro cells into
micro cells for more
crowded areas —i.e., sub
urban or medium traffic
Density in Urban Areas.

Micro cells

7 Micro cells are further
split into Pico cells to
support high crowded
areas (hot spot areas).

Pico cells



Cell Splitting

at the center of each new cell that has been added
so that the higher density areas can be handled
effectively.

As the coverage area of new split cells is smaller,
the transmitting power levels are lower, and this
helps in reducing Co-Channel Interference.

Also cell splitting increases the capacity of cellular
system since it increases the number of times the
channels are reused, increasing thus the additional
number of channels per unit area.



Cell Splitting

Also, depending on traffic patterns, the smaller cells
may be dynamically activated or deactivated in cases
where extra capacity is known to be needed (e.g., at a
stadium during a football match).

Weakness of cell splitting:

Reduced capacity of the bigger cell (that is because
the frequencies allocated by the smaller cells cannot
be used by the bigger cell)

Increased handovers (this is because with smaller
cells, the BSs are closer to each other and thus MSs’
handovers can occur more frequently).



Co-Channel
Interference (CCl)

Fx: A set of frequency bands

When using the Frequency Reuse pattern, all the cells
using the same channels (i.e., the same frequency
range) are physically located apart by at least a Reuse
Distance.

Even though the power level is controlled carefully, so
that such “co-channels” do not create a problem for
each other, still some degree of interference remains.

Called Co-Channel Interference (CCl)
CCl increases as the cluster size N becomes smaller



Co-Channel Interference (CCl)

In a cellular system, with a cluster of three, four, seven, ... cells,
there will be six cells using co-channels at the Reuse Distance (D).

Most Co-Channel Interference (CCl) comes from the First-tier.

The Second-tier co-channels, are at two times the Reuse
Distance apart, and their effect on the serving BS is negligible.

Second tier

Ay

\

‘*— Mobile
] .
1 ]




Co-Channel Interference (CCl)

Using Omni-Directional Antennas

First-tier co-channel
base station

Serving base
station

Mobile
station

Second-tier
co-channel
base station




Cell Sectoring

o With cell sectoring, a cell is divided into a number of

wedge shaped sectors, typically 3 or 6 sectors per cell.

Replacing a single Omni-directional antenna by
several Directional antennas each radiating within
a specified sector.

@.

(a) Omni (b) 120° (c) 120° (alterna

000000000000000000




Cell Sectoring

Each sector is assigned a separate subset of the cell's
frequencies (i.e., channels), and directional antennas at the
Base Station are used to focus radiation on each sector.

With cell sectoring and the use of directional antennas the
Co-Channel Interference (CCl) is decreased while the cell

(a) Omni (b) 120° sector (c) 120° sector (alternate)

7

(d) 90° sector (e) 60° sector




Cell Sectoring

The advantages of sectoring (besides easy borrowing of
channels as these are controlled by the same BS) are that:

It requires coverage of a smaller area by each antenna and
hence lower power is required in transmitting radio signals
which also helps in decreasing interference between co-
channels cells (i.e., cells that uses the same range of
frequencies).

The spectrum efficiency and the overall system capacity is
enhanced (as it allows for smaller cluster sizes).

Since the co-channel interference is decreased this allows
to reuse the same frequencies in closer distances (i.e.,
allows the use of smaller cluster sizes providing for better
capacity and thus more users can be supported)



Cell Sectoring
CClI for 3 sector Directional Antennas




Cell Sectoring
CClI for 3 sector Directional Antennas

Worst case for the three-sector directional
antenna is shown in the figure at the right.

No of interferers = 2 per sector (K,= 2;
instead of 6)

C 1 |
TR E D

Z[R*”] > (g, )

k=1 ‘ =1

2 2 p'=/(5R)? + (V3R)
C_ | D:J(?)R) +(“?R) :iER ( )
I g 0.7)"" i i -
¢+ +0.7 _ /IR ~5.20R
~ 4.58R — D +0.7R.

Where
q (=% ) is the frequency reuse factor

v is the is the propagation path loss slope and varies between 2 and 5
depending on the propagation environment



Cell Sectoring
CCl for 6 sector Directional Antennas

Worst case for the six-sector directional
antennas is shown in the figure at the right.

No of interferers = 1 per sector (K,= 1)

C_ 1 _ 1
I E /D Y\’ o, .
k=1 R . k=1
C 1 | , Thus, the use of directional
TG0 (g +0.7) antennas (Cell Sectoring) is
helpful in reducing co-channel
Wh interference.
ere

q (= % ) is the frequency reuse factor
Assuming y = 4, as the propagation path loss slope



Cell Sectoring

By using Directional Antennas (Cell Sectoring), the
interference can be reduced and thus a lower
frequency reuse factor (q) can be used.

Thus we can reuse the same frequencies in closer
distances (i.e., smaller cluster sizes) —> Better
Capacity =2 The Network can support more users.

Using three- or six- sector cells, the frequency reuse
pattern can be reduced from 7 to 4 or even 3 cells per
cluster, resulting in a capacity increase of 1.67 and
2.3, respectively.



Universal Mobile Telecommunications
System (UMTS) Network

The Universal Mobile Telecommunication System
(UMTS) is a 3™ Generation (3G) wireless system that
utilizes a higher bandwidth (i.e., 5 MHz Bandwidth) than
previous generation networks to deliver packet data and
voice services to mobile users and also provide access to
the web, with high data rates.

Frequency bands indented for use on a worldwide
basis for UMTS are around to 2 GHz

Uplink: 1885-2025 MHz , Downlink: 2110-2200 MHz

In the US, 1710-1755 MHz and 2110-2155 MHz will be
used instead, as the 1900 MHz band was already used.



Universal Mobile Telecommunications
System (UMTS) Network

UMTS evolved from Global Systems for Mobile
communications (GSM) and it has an Internet Protocol (IP) Core
Network based on General Packet Radio Service (GPRS).

Network Management (NMS) ‘
Um - e

3G Networks radio access —

: T GERAN | 4 CNCSDomain | =
equipment as such, are not “ | ﬁi‘gﬂiJS_ﬁ: :| i
o . - : & | | ‘ CSPDN
compatible with GSM — N Y /

. ( HLIRI" [vaS & CAMEL
equipment. |
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) [LocATION BANGD
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the 3G connections (i.e., the

W-CDMA connections) in the - f
radio interface |.s reqmre.d Internet Protocol (IP)
(UMTS  Terrestrial Radio Core Network based

Access Network (UTRAN)) on GPRS



UMTS Network Architecture

The main components of a UMTS system are:

The Core Network (CN), which is responsible for switching and
routing calls to the users, as well as data connections to other
external networks (all calls go through the CN).

The UMTS Terrestrial Radio Access Network (UTRAN) that handles
all radio-related functionality (e.g., Radio Resource Management)

The User Equipment (UE) that is the interface between the user
and the Network (through the Node-B).

| T [Node 8 il 1
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(s | | | Node B i :
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Radio Resource Management

The Radio Resource Management (RRM) is a
responsibility solely taken care of by the UTRAN.

RRM is located in the Node-B and the RNC inside the
UTRAN but also in the UE.

The control protocol used for this purpose (e.g., to
exchanged signalling) is the Radio Resource Control (RRC)
protocol.
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Radio Resource Management

More specifically RRM contains a set of
algorithms devoted to:

Achieve optimal usage of the radio
interface resources

Guarantee Quality of Service (QoS)
Maintain the planned coverage area
To increase the Network capacity



Radio Resource Management

The family of RRM algorithms can be divided into:
Power Control
Handover Control
Admission Control
Load Control

Packet Scheduling e~  commsy —memms

Base slation
(\ /l/ N network controller L A

— e

=
.lej R
% : :

- s‘-’

e Power Control e Fast Power Control e Outer Loop Power Control
e Handover Control e Fast Load Control e Handover Control

e Packet Scheduling

e  Adnussion Control

e TLoad Control

w



Radio Resource Management

Connection based functions:
Power Control (PC)

Controls the transmission power used by the UE
and the BS in order to keep the interference
levels at minimum in the air interface.

Handover Control (HC)

Provide continuity of mobile services to a user
traveling over cell boundaries in a cellular
infrastructure.



Radio Resource Management

Network based functions:
Admission control (AC)

Handles all new connections requests by checking
whether a new connection can be admitted to the
system.

Has the function to provide resources for new call
requests or regulate resources for already ongoing
calls (e.g., in case of congestion)

Occurs when a new call is set up, and also during
handovers (as a new connection will be required in
the new cell).



Radio Resource Management

Load Control (LC)

The main objective of Load Control is to ensure that the
network is not overloaded and remains in a stable state.

Manages situation when system load exceeds the
threshold and some counter measures have to be taken to
get system back to a feasible load.

Packet Scheduling (PS)

The main objective of Packet Scheduling is to control the
traffic in the network by regulating how much bit rate an
application is allowed, by giving priority to packets
according to the type of service, mainly by controlling Non

Real Time (NRT) traffic (e.g., provides the appropriate
radio resources, etc.)



Radio Resource Management

1 Packet Scheduling, Admission Control and Load Control
algorithms work together in order to prevent the Radio
Network from congestion (Zupdopnon) and maintain
the requested QoS.

RT: Real Time
NRT: Non Real Time




Power Control (PC)

Power Control is one of the most important
functions in WCDMA, especially in the Uplink

Without it, a single overpowered Mobile Station
could block a whole Cell.

The main reasons for implementing Power
Control are:

The Near-Far problem
The interference depended capacity of W-CDMA

The limited power source of the UE (Battery)



Power Control (PC)
The Near-Far Problem

MS-1 and MS-2 operate within the same frequency, separable at
the Base Station only by their respective Spreading Codes.

MS-1 at the cell edge suffers a path loss, say 70 dB above that of

Ry-level MS-
1

MS-2 which is near the Base Station.

If there were no mechanism for MS-1
and MS-2 to be Power Controlled to
the same level at the Base Station, MS-
2 could easily overshout MS-1 and thus
block a large part of the cell

The optimum strategy in the sense of
maximizing capacity is to equalize the
received power per bit of all Mobile
Stations at all times (Target SIR).

2
4

Tx-level
MS-1 MS.2

i ]

MS-1 MS-2 Base Station

¥-level

Without Power Control

T level MS-1=Tx level MS-)  m———

Rx level MS-1 « R level MS-2

With Power Control:
T level MS-15 Tx level MS-) ey

Ry level Ms-1 = Rx level MS-2



Power Control (PC)

Power Control is employed in both in the Uplink (UL) &
in the Downlink (DL)

Uplink Power Control: The Power Control Algorithm
running in the BS determines the Uplink transmission
power of the UE

Downlink Power Control: The Power Control Algorithm
running in the UE determines the Downlink
transmission power of the BS SR




Power Control (PC)

To efficiently manage the power control in WCDMA, the

system uses
mechanisms:

two different

Open Loop Power Control (OLPC)

Closed | -

Open Loop Power Control
OLPC:
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Open Loop Power Control

CPICH (Common Pilot Channel)

This (downlink) channel is received by all the UEs within the
cell. Used for synchronization purposes, between the MS
and the BS. It is also used by the UE for channel signal
quality estimation reference. In order for all the UEs to be
able to decode this channel, a Pre-defined bit sequence
(i.e., using a Pre-Defined Spreading Code) with a fixed
length (Spreading Factor (SF) = 256) is used.

Target SNIR

Defines the minimum level that the signal power should
have over the noise and interference so as for the receiver
to be able to decode the signal correctly.



Open Loop Power Control (OLPC)

This kind of Power Control is useful for determining the
initial value of the transmitted power that will be used
when a UE is requesting access (i.e., connection) to the
Network.

1. The UE measures the (Downlink) CPICH

Signal Strength and roughly estimates the - ﬁ
Uplink Channel Conditions (i.e., estimates sl
the path loss that the signal will experience | "J
during propagation in the uplink) Common Plot Chamnel
2. Based on this assessment and some other ..

. . i
info received from the Network s '""""“a o

(broadcasted in the BCCH), the UE roughly — .

estimates the initial transmission power Request

that will be required to send “Connection =~ """
Request” to the Node B |

i Mg
[RRC Connection Request]




Open Loop Power Control (OLPC)

Open Loop Power Control mechanisms attempt to make a rough
estimation of the Uplink Channel Conditions (i.e., the path loss that
the signal will experience in the uplink) by measurements performed
on the Downlink CPICH Signal Strength.

Based on this estimation, the =

= :downllnk...
UE adjusts its uplink g
transmission power accordingly. "...ond adjusts the uplink transmiselon power

accordingly

The UE estimates the average path loss in <=——>0

Such a method would be far too inaccurate.

The prime reason for this, is that the pathloss experienced on the
signal is essentially uncorrelated between Uplink (1920 — 1980
MHz) and Downlink (2110 — 2170 MHz), due to the large frequency
separation of uplink and downlink bands of WCDMA FDD mode.



Open Loop Power Control (OLPC)

Thus, Open Loop Power Control alone is neither adequate nor
accurate for adjusting the UE transmission power during the
connection.

In order to more efficiency and more accurately compensate the
rapid changes in the signal strength (caused at the receiver, mainly
due to Fast fading), once the connection is established, Close Loop
Power Control is essential.
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Closed Loop Power Control (CLPC)

Once the connection is established, the CLPC takes place in
order to determine the Uplink and Downlink transmission
power used during the connection.

Closed Loop Power Control includes:
Inner Loop Power Control (or Fast Power Control)

Outer Loop Power Control (or Slow Power Control)

- y -

= Quality target (SIA) for the channel™
-+

store target
SIR =S/N

UL transmission U p I I n k CaS e:
’ ’ i ’ . > Actual quality (SIR) of the channel & .
e Quality target (SIR) for the channel™ = BS adJ UStS the
st ' t . .
: SIF = S/N transmission
Transmit Power Command™™
e [increase / decrease TX power] ower Of U E
Txmgg:ayer * 10—100 Hz p

UL transmission > == 1500 Hz (0.667 ms)




Closed Loop Power Control (CLPC)

The Inner and Outer Loop Power Control work
together, in order to keep the Target SIR in a
minimum but always acceptable level and thus:

Reduce Bit Error Rate

Reduce transmission power levels required
by the MS and the BS to the minimum

Increase the Terminal’s (UE) Battery-life

Increase the overall system capacity (by
minimizing the uplink and downlink
interference caused)



Closed Loop Power Control (CLPC)

Uplink Closed Loop Power Control Example:

Inner Loop > Runs between the UE and the Node-B. The Node-B compares
the signal quality (measured SIR) receive from the UE with the Target SIR and
commands the UE to increase or decrease its transmission power accordingly

Outer Loop 2 Runs between the Node-B and the RNC. Every time a frame is
received by the NodeB (from the UE), this frame is forwarded to the RNC. The
RNC checks the quality of that frame (i.e., if it is received correctly or not) and
sets the new Target SIR. This new Target SIR is provided to the Node-B to be
considered during the Inner Loop Power Control.

- |

SR8
Node B ‘ I ’
! . 13 .
== Quality target (SIA) for the channed™
B3
store target
SIR —S/N
UL transmission
5 > Actual quality (SIR) of the channel "
w- Quality target (SIA) for the channel™
store target
i SIR —S/N
e o Transmit Power Command™ """
: [increase S decrease TX power]
o
T porzryer * 10— 100 Hz
UL transmission = == - 1500 Hz (0.667 ms)




Closed Loop Power Control (CLPC)

Inner Loop Power Control

Adjusts the transmission power used by the UE (in the Uplink)
and the Base Station (Downlink) based on a Target SIR* value.

Performed with a frequency of 1500Hz (1500 times per sec)

Outer Loop Power Control
Sets the Target SIR for the Inner loop Power Control
Performed with a frequency of 10-100Hz (10-100 times per sec)

* Target SIR defines the minimum level that the signal power should have over the
noise and interference so as for the receiver to be able to decode the signal correctly.



Inner Loop Power Control
Uplink

289
' The Base Station measures the Signal-to-Interference Ratio (SIR)
of the signal received from the UE and compares it to the Target
SIR (this value is set by the Outer Loop Power Control).

If the measured SIR is higher than the Target SIR, the Base
Station will send a Transmission Power Command (TPC) to the
Mobile Station to reduce its transmission power

If the measured SIR is lower than the Target SIR it will command

the Mobile Station to increase its transmission power.
-
BS

UE

~ Is the measured
‘“ ‘ SIR larger

(smaller) than

UE transmits * the Target SIR?
intial signal A
This loop is
If the answer is yes:decreases (increases) power performed
2 1500 tln;es
r secon
| UE decreases (increases) transmit power e




Inner Loop Power Control

Uplink

UE

BS

UL DPCCH

-

P

Measure received Eb / No on UL DPCCH

Compare measured Eb / No with
Eb / No setpoint value received
from UL outer loop PC

Measured Eb / No < Eb / No setpaoint —-> TPC bit = "1’
Measured Eb / No == Eb / No setpoint --> TPC bit = '0’

Send TPC bit on DL DPCCH

UE sets the power on UL DPCCH
and UL DPDCH on following way:
TPC ='"1" --> increase power by 1 dB
TPC ='0" —> decrease power by 1 dB

Changed power on UL DPCCH

'




Inner Loop Power Control
Downlink

In the Downlink, the roles of the BS and the UE are interchanged.

The UE measures the received Signal-to-Interference Ratio (SIR)
of the signal received from the BS and compares it with the
Target SIR and sends the Transmission Power Command (TPC)
to the BS to adjust its transmission power accordingly.

On the Downlink though, the motivation is different:

On the downlink there is No Near—Far problem, due to the
One-to-Many scenario. All the signals within one cell
originate from one Base Station to all mobiles.

It is, however, desirable to provide additional power to
Mobile Stations at the cell edge, as they suffer from
increased other-cell interference.

Also is used for enhancing weak signals caused by Fast
Fading.



Slot

Downlink
DPCH

Downlink Dedicated Physical Channel (Downlink DPCH) control/data multiplexing

Inner Loop Power Control

Inner Loop Power Control is executed with a cycle of 1.5 kHz
(1500 times per second — One per slot) for each Mobile Station
(1dB to 2dB increase/decrease step for every TPC command)

Open Loop Power Control is executed with a cycle of 10-100 Hz
(10-100 times per second — E.g., one per frame) for each Mobile
Station. The size of the WCDMA frame is equal to 10ms.

3 2560 chips N
| |
| DPDCH DPCCH DPCCH DPDCH DPCCH :
| g, |
DATA TPC TFCI DATA PILOT
0 2 3 14
I, N
C 10 ms !

DPDCH

DPCCH

Uplink
DCH

2560 chips
DATA
SN\
PILOT TFECI FBI ( TPC )
L _,_vi
1] 2 14
10 ms

Uplink dedicated channel structure




Inner Loop Power Control

Inner Loop Power Control operates every 0.666 ms (once
every slot; 10ms frame/15 slots per frame )

Faster than any significant change of path loss could possibly
occur on the signal at the Receiver, and

Faster than the speed of Fast Fading for low to moderate

mobile velocity.

Thus with Inner Loop Power
Control, only very little residual
fading is left and the channel
becomes an essentially non-fading :
channel as seen from the Receiver
(Base Station or the UE).
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Inner Loop Power Control

While this fading removal is highly desirable from the Receiver
point of view, it comes at the expense of increased average
transmit power at the Transmitting end.

This means for example that for a channel in a deep fade, will
require the Transmitter (i.e., the Mobile Station) to use a large
transmission power to send its signal to the Base Station (so as the
signal to be received with the Target SIR required at the Receiver),
and thus it will cause increased interference to other cells.

In deep fades (experienced at the Receiver) Fading is removed at the Receiver.
Transmitter needs to use a large transmission power Received Signal Strength =Target SIR
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Inner Loop Power Control

Fast Fading

The following figure shows a typical fast fading pattern
as would be discerned for the arriving signal energy at
a particular delay position as the receiver moves.

10

We see that the received

signal power can drop
considerably (by 20-30 .
dB) when phase °...
cancellation of multipath -

reflections occurs

—25

5

| 1 1 | | 1 1 | |
4] 0.2 0.4 08 0.8 1 1.2 1.4 1.8 1.8 2
Seconds, 3 km/h

Fast Rayleigh fading as caused by multipath propagation



Outer Loop Power Control

The Outer Loop Power Control is needed to keep
the quality of the communication at the required
level by setting the Target SIR for the Inner Loop
Power Control.

RNC =
A A BS U E
M 4 =

Received Is signal quality If not, increase or
quality better Increase (BER, FER) ok? " . -ease Target SIR

Decrease
SIR target

than required SIR target 7

quality
Inner loop power

General outer loop power control algorithm control uses new
Target SIR




Outer Loop Power Control

In the Uplink, the Base Station tag each data frame
received by the UE with a Frame Reliability Indicator and
forwards the frame to the RNC.

The Frame Reliability Indicator value is estimated based
on the Cyclic Redundancy Check (CRC) result obtained
during decoding of that particular user data frame.

Frame reliability info Y.y ——

T —

A - < b
> T e Y

SIRtarget adjustment 5
commands gt

5 Received I

ecrease lity better ncrease
quality

SIR target 1 Yes than required No [+ SIR target

quality ANC BS

Outer loop power control Fast power control
If quality<target, increase if SIR<SIRtarget, send

General outer loop power control algorithm SIRtarget "power up" command




Outer Loop Power Control

If the Frame Reliability Indicator value indicates to the Radio
Network Controller (RNC) that:

The transmission quality is ok (i.e., there are not any
errors in the frame received), the RNC in turn will
command the Node-B to decrease the Target SIR by a
certain amount.

The transmission quality is =«
below the one required (i.e.,
there are errors in the frame
received), the RNC in turn |sme "
will command the Node-B to
increase the Target SIR by a
certain amount.

Received
quality better
than required
quality

Increase

No | SIR target

General outer loop power control algorithm



Outer Loop Power Control

In the Uplink, the reason for having Outer Loop Power Control
reside in the RNC and not in the Node-B is that this function
might be performed after a possible Soft Handover (which
allows concurrent connection with more than one Base Station).

In the Downlink the Outer Loop Power Control performed in the
UE follows the same concept.

Active

However, in the Downlink both Inner and
Outer Loop Power Control runs in the UE,
since during Soft Handover, all the frames
received by the concurrent connections
are received from one unit (the UE)




Gain of Outer Loop Power Control

As illustrated in the figure below, the average SIR Target
value is not fixed but depends on the environment used:

The lowest average Target SIR (or Eb/No Target) is needed
in the Non-fading channel and

The highest average Target SIR is needed in the ITU
Pedestrian A channel with high UE speed (120Km/h).

Average SIR targets in different environments

Multipath UE speed (km/h) Average Ej, /Ny target (dB)
Non-fading —

ITU Pedestrian A 3 e

ITU Pedestrian A 20 6.8

ITU Pedestrian A 50

ITU Pedestrian A 120 é:b

3-path equal powers 3 6.0

3-path equal powers 20 6.4

3-path equal powers 50 6.4

3-path equal powers 120 6.9




Gain of Outer Loop Power Control

Why should there be a need for changing the
Target SIR set-point during time?

The Target SIR required for receiving the signal
correctly depends on:

UE velocity (i.e., pedestrian, vehicular, high
vehicular)

Multipath Profile (based on the propagation
environment)



Gain of Outer Loop Power Control

Setting the Target SIR for the worst case (i.e., high mobile speeds
and areas with a lot of high buildings, etc.) one would waste much
transmission power for those connections with better channel
conditions in the same cell (i.e., at low mobile speeds and open
space area).

On the other hand, setting the Target SIR for the best case, this
would mean bad quality of those connections with worse channel

conditions in the cell (i.e., at high mobile speeds and areas with
high buildings)

Thus, the best strategy is to let the Target SIR set-point float
around the minimum value that just fulfils the required Target
quality (i.e., the signal should have the minimum power required to
be received by the receiver for decoding the signal correctly)



Interaction between Open and Close

PC Algorithms

Open Loop Power Control
Iocated in UE and UTRAN

UL:; requires some parameters from the cell and RSCP from

Inicial

Transmit Power (UL, DL}
based on path loss
/

-

‘\

-

caleulations on DL ,

e

UE maasured on the aclve P-CPICH, sels the inial power for
the first PRACH preamble and for UL DPCCH
{used in FCL PC)

DL: raquires DL maasuraments raports from the UE, sals the

inifial power of the DL channels (DPOCH)

\

Inner-Loop Power Control
frequency 1.5 kHz
located in LE/BS,

UE/BS adjust their transmitted power based on SIR level, used for dedicated
channels (UL, DL) and UL CPCH

UL: BS receives SIR Target from UL outer Loop PC and compares with

aslimaled SIR from UL DPCCH, set the power aof the UL DPCH, through TPC

commands "up” (SIR greater than the target) and "down” {SIR below the
target) to UE on DL DPCCH

DL: UE receives (from higher Layers) tha BLER targal (SIR larget) from DL
outer loop PC, estimates DL SIR of the DL DPCH, set the power of the DL
OPCH, throwgh TPC commands "up® (SIR greater than the target) and
"down” (SIR below the target) lo BS on UL DPCCH (simultanacusly contrel
\_ the power of of a DPCCH and the corespanding DL DPDCHs) _/

QoS
[adaguata SIR Targat (UL, DL))

-

-

Outer-Loop Power Control
fraquancy 10,100 Hz,
located in RNC,
praducas SR largel for aach DCH (in the same RRC connection)

adjust 3IR Target when mobile speed or multipah propagation
anvironment changas

UL:within SRNC, sal the SIR Targel for UL FCL PC
update SIR Targat for each UE based on BER/ELER

OL: within LE, set the SIR Target for DL FCL PC based on BER
(if CPCH -» DPCCH BER slsa BLER)

N
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Handover Control | ,.,b",. &

Handover Control aims to provide continuity of mobile
services to a user traveling over cell boundaries in a
cellular infrastructure.

For a user having an ongoing communication and
crossing the Cell’s edge, it is more favorable to use the
radio resources in the new cell (Target cell), because the
quality of the signal strength perceived in the “old” cell
(Current cell) is decreasing as the user moves towards the
Target cell.

The whole process of tearing down the existing
connection in the Current cell and establishing a new
connection in the Target cell is called “Handover”.



Handover Reasons

-l
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The basic reason behind a Handover is that the connection does
not fulfil the desired QoS criteria set anymore and thus either the
UE or the UTRAN initiates actions in order to improve the
connection.

Overall, the reasons behind a Handover can be due to:
Signal Quality Received by the UE (Main Reason)

The UE continually measures the signal strength received
from its Serving Cell (as well as the signal quality of its
Neighbouring cells) aiming to detect any signal deterioration.

When the quality or the strength of the radio signal falls
below certain parameters set by the RNC, a Handover is
initiated (by the UE).



Handover Reasons

Traffic level in a cell

A Handover is initiated (by the Network) when
the intra-cell traffic is approaching the maximum
cell capacity or a maximum threshold.

This sort of Handover helps to distribute the
system load more uniformly within the network.

Usually, the UEs that are handover to
Neighbouring (less loaded cells) are those that
are located at the edge of the high loaded cell.



Handover Reasons

User Speed

The frequency of Handovers is proportional to the UE’s
speed and the size of the cell.

To avoid frequent and unnecessary Handovers, UEs with
high motion speed may be handed over from micro cells
to macro cells. st

In the same way, UEs moving
slowly or not at all, can be
handed over from macro cells
to micro cells.

UE Moving from Micro
Cell 1 to Macro Cell




Handover Types
Hard Handover

During a Hard Handover, the old
connection with the old Cell is released
before the new connection with the new
Cell is established (“break-before-make”
connection).




Handover Types
Soft Handover (and Macro-Diversity)

Soft Handover refers to the process that allows a Mobile
Station to be served simultaneously by several cells (BSs).

This feature is possible in WDMA because all Cells use the
same frequencies > Note that the channels in WCDMA are
separated only by the use of Spreading Codes.

With Soft Handover several sep>>

Active ’

radio links are active at the same %/

time providing a “Macro- 41 ,@%\ Macro iversiy Pont

. . o . \

diversity” gain on the received %\ égs \, RN Core
OB\ | | | Network

signal (or frame). L

@@ ‘I
RNC

i—-%’EEX




Handover Types
Soft Handover in the Downlink (Soft Combining)

&>

In the Downlink, the MS can combine i /,/
the different received (de-spreaded)

signals to increase the reliability of g, p
demodulation = This is termed as % \
Soft Combining Gain. \

By combining the signals from
different links, a stronger signal can
be generated thus Increasing the
Received SIR, which reduces the
transmit power requirements (even
when compared to the power
required over the best link only)



Handover Types
Soft Handover in the Uplink (Selective Combining)

On the Uplink, since the Cells in the - ,;@;
Soft Handover do not belong to the * 2

same Node-B, it is Not possible to / ‘\ et Dversy o
combine the signals before they are % 5 ) 1

demodulated. %) ‘ --------

(0]

Instead, all the frames are sent to the éﬁ
RNC, which decides which one to use n
(i.e., the first frame which is received
correctly is chosen).

This process still provides a gain compared to a single link,
since it increases the probability of having at least one link
without error 2 This is termed as “Selective Combining”
Gain



Handover Types
Softer Handover

Softer Handover is a special case of Soft Handover where

the radio links that are added and removed belong to the
same Node-B (Base Station).

During Softer Handover, a UE is in the overlapping cell
coverage area of two adjacent sectors of the same Node-B.

The communication between the
UE and the Node-B usually takes
place .concurrently via two frombothseﬁtors,oms/\
connections, one for each sector | :
separately > From the UE’s
point of view this is just another
Soft Handover case.

Sector 1



Handover Types
Softer Handover

The different of Softer and Soft Handover is only
meaningful to the Network (i.e., in the Uplink), as a Softer
Handover is an internal procedure for a Node-B.

The uplink Softer Handover branches can be combined
within the Node-B, similarly to the case of the UE, resulting
in a stronger sighal and thus increasing the reliability of
demodulation 2 “Soft Combining” Gain can be achieved at
the Node-B




Admission Control

If the air interface loading (i.e., the active connections) is not
controlled and allowed to increase excessively:

The Coverage area of the cell will be reduced below the
planned values (due to the high interference that will be
caused — causing the cell breathing phenomenon), and thus

The Quality of Service of the existing connections will not be
guaranteed, especially for those located on the cell’s edge.

Before admitting a new UE, Cell Breathing
Admission Control needs to Lond e en
check that the admittance will E F | S
not sacrifice the planned ,fém g
coverage area or the Quality of | ﬂ’/“‘m @ /““/ =
the existing connections. e o




Admission Control

Admission Control accepts or rejects a request
to establish a new connection in the Radio
Access Network.

It is executed when a new connection is set up
or an existing connection needs to be
modified/regulated (in case of cell
overloading), or during a handover.

The Admission Control functionality is located
in the RNC where the load information from
several cells can be obtained.



Admission Control

The Admission Control algorithm estimates the load
increase that the establishment of the new connection
would cause in the Radio Network.

This is estimated separately for the uplink and
Downlink directions.

The new connection can be admitted only if both uplink
and downlink Admission Control admit it, otherwise it
is rejected because of the excessive interference that it
would produce in the network.

The threshold limits for Admission Control are set by
the Network Operator during Radio Network Planning.



Long Term Evolution (LTE)

Despite constant evolution, 3G (UMTS) was approaching a
number of inherent design limitations in a manner similar
to what GSM and GPRS did a decade ago.

Therefore, the 3GPP decided to once again redesign both
the Radio Network and the Core Network.

The result is commonly referred to as ‘Long-Term Evolution’
or LTE for short.

UMTS 3G: UTRAN

Mobility Management Entity (MME)

User Plane Entity (UPE)



Long Term Evolution (LTE)

When UMTS (3G) was designed, WCDMA with
a Carrier Bandwidth of 5 MHz was specified for
the radio interface.

However, even if higher bandwidth is used,
WCDMA is not ideal for the higher data rate
channels demanded for 4G Networks (i.e., up
to 100 Mbits/s — 1 Gbits/sec).

The main reason is that WCDMA is a Single
Carrier Transmission scheme



Long Term Evolution (LTE)

With single Carrier Transmission schemes, even if
the carrier bandwidth is increased to achieve
higher data rates, the time between subsequent
symbols need to become shorter to take
advantage of the additional bandwidth (as more
bits have to be sent at the same amount of time).

That is by increasing the Data Rate, the time
between subsequent symbols is decreased,
causing the negative effect of the InterSymbol
Interference (ISI)



Long Term Evolution (LTE)

8bps

16bps.

32bps

64bps

Single Carrier Scheme (Assuming 1 bit per symbol)



Inter-Symbol Interference (IS])

The shorter the time between subsequent Symbols, the
greater the impact of InterSymbol Interference (ISl),
which degrades the quality of the signal considerably.

Transmitted Transmitted
puise pulse

AN |

Rleceived Received Received

multipath multipath
LOS pulse pulses LOS pulse pulses

ﬂﬂﬂ AR aa




Long Term Evolution (LTE)

To mitigate the problems of InterSymbol
Interference (ISI) to some degree, Multicarrier
Transmission is needed.

Therefore, with LTE, the first major change was
the completely different air interface (based
on OFDM; Orthogonal Frequency Division
Multiplexing) specified to significantly increase
the data rates in the air interface.



Long Term Evolution (LTE)

Instead of transmitting the data over a single carrier, LTE uses
Orthogonal Frequency Division Multiplexing (OFDM) that
transmits the data over many narrowband carriers.

A high data rate data stream is split into many slower data
streams that are transmitted simultaneously, using many
different narrowband carriers (180KHz each).

As a consequence, the achievable data rate compared to 3G
can be much greater even in the same bandwidth, since the
IS| effect can be greatly reduced.

If the time between consecutive symbols is kept greater
than the Delay Spread then the ISI is mitigated.



Long Term Evolution (LTE)

o244
OFDM Concept: Single-Carrier Vs. OFDM
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Single-Carrier Mode:
¢ Serial Symbol Stream Used to Modulate a
Single Wideband Carrier

* Serial Datastream Converted to Symbols
(Each Symbol Can Represented 1 or More
Data Bits)
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Narrow Frequency
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Long Term Evolution (LTE)

The second major change of LTE compared to previous systems is
the Adoption of an All-IP approach.

While 2G/3G Networks used a traditional Circuit-Switched
packet core mainly for voice services, LTE solely relies on all IP

Network Architecture!

2G/3G
CDMA
GSM
GPRS Voice E —
Channels E ‘
BTS
EDGE IP channel BSC / RNC
UMTS Node B
HSPA
LTE+EPC
i
9
(@Z[%__) IP channel : ’_‘ —_—
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eNode B

GMSC
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Packet Switched
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Core (Voice)

~ Other
mobile
networks

- Internet

GGSN  vpN

SGW

PDN GW

MME

PCRF
Evolved Packet Core

An All IP-based

Core Network

Evolved Packet
Core (EPC)



Long Term Evolution (LTE)

326
7 An All-IP network architecture greatly simplifies the
design and implementation of both the Radio
Network and the Core Network.
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Long Term Evolution (LTE)

To further simplify the network architecture and to reduce user
data delay, fewer logical and physical network components
have been defined in LTE - The RNC is removed and its
functionality is spitted between the eNodeBs and the MME.

In practice, this has resulted in data delay times of less than
25-30 milliseconds (used to be 150 ms for UMTS).

UMTS 3G: UTRAN EPC (Evolved Packet Core)
yd . .
RNC — RNC || :
2 X5 1o}
N Svavz
/\ !\ +
7\ [\ 3
/N /N : eNB B
I ‘;é% ;é; é\ : o < N
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NB NB NB NB : eNB eNB
E-UTRAN
NB: Ni ¢NB: E-UTRAN NodeB
RNC er aGW y
SGS) t Node MME

g Node \ g
GGSN: Gateway GPRS Support Node UPE: User Plane Entity



Overview of LTE Architecture
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The removing of RNC network element and the introduction of
X2 interface for direct communication between the eNodeBs
makes the radio network architecture more simple and flat

— Leads to Lower Networking Cost, Higher Networking
Flexibility and lower data delays.



LTE Network Architecture

The eNode-B
"""

LTEUu "
- h
Mobils

The most complex device in the LTE network is the Base
Station, referred to as eNode-B (eNB).

Unlike in UMTS, LTE Base Stations are autonomous units.

In LTE, it was decided to integrate most of the
functionality (i.e., Radio Resource Management) that
was previously part of the Radio Network Controller
into the Base Station itself.

For example, the eNode-B decides on its own to
handover ongoing data transfers to a neighboring
eNode-B, a novelty in 3GPP systems.



LTE Network Architecture
The eNode-B

The air interface between the eNodeB and the LTE
UE is referred to as the LTE Uu interface (this
interface implements the OFDM physical Channels)
The interface between

the eNodeB and the .

Core Network is referred

to as the S1 interface.
D
The

interface between
two eNodeBs is referred "fﬁ‘xy ‘ﬁ
to as the X2 interface. L <> I

w
o




LTE Network Architecture B Co8
The eNode-B

llllllll

with each other over the X2 interface for two purposes:

Handovers are now controlled by the eNodeBs themselves. If the
Target cell is known and reachable over the X2 interface, the cells
communicate directly with each other. Otherwise, the S1 interface
and the CN are employed to perform the handover.

The X2 interface can be used for Inter-Cell Interference Coordination
(ICIC). For example, as Mobile Devices can report, the noise level at
their current location and the perceived source (i.e., the eNodeB
that causes the noise), to their Serving eNodeB, the X2 interface can
then be used by the Serving eNodeB to contact the neighboring
eNodeB, in case the Neighbouring eNodeB causes a lot of noise, and
agree on methods to mitigate or reduce the noise problem.



Key Features of LTE

Most Important Key Features of LTE:

Multicarrier Transmission

Orthogonal Frequency Division Multiple Access (OFDMA) in the
Downlink (DL) Direction

Single Carrier - FDMA (SC-FDMA) in the Uplink (UL) Direction
Adaptive Modulation and Coding
DL and UL modulations: QPSK, 16QAM, and 64QAM

Advanced MIMO Spatial Multiplexing
(2 or 4) x (2 or 4) MIMO Downlink and Uplink supported.



Air Interface in LTE

The major evolution in LTE compared to previous
3GPP wireless systems is the completely revised
air interface (based on OFDMA).

When UMTS was designed an air interface, based
on WCDMA, with a Carrier Bandwidth of 5 MHz
was specified.

With  today’s Hardware and Processing
capabilities, Higher data rates can be achieved by
using an Increased Carrier Bandwidth.



Air Interface in LTE

o UMTS, however, does not scale in this regard as the WCDMA
transmission scheme (being a single carrier transmission scheme) is not
ideal for wider channels.

When the carrier bandwidth is increased, the symbols need to
become shorter (and thus the time between consecutive symbols
needs to be reduced) to take advantage of the additional bandwidth
(as more bits will be sent at the same amount of time).

By increasing the transmission speed (i.e., Data Rate), which results
in a decrease of the symbol time, the negative effect of the
InterSymbol Interference (ISI) increases.

As a consequence, CDMA is not suitable for carrier bandwidths
beyond 5 MHz.

Thus, Multicarrier Transmission has been defined for LTE to mitigate the
problems of Multipath (Fast) Fading and InterSymbol Interference (ISI)
to some degree at the expense of rising complexity.



Air Interface in LTE
OFDMA for Downlink Transmission

Instead of sending a data stream at a very high speed
over a single carrier as in UMTS, OFDMA splits the data
stream into many slower data streams that are
transported over many subcarriers simultaneously.

Carrier Bandwitdh: 180 KHz
Subcarrier Spacing (bandwidth): 15 kHz

The advantage of many slow but parallel data
streams is that symbols’ duration can be sufficiently
long (even 10 times greater than the Delay Spread
caused) to avoid the effects of multipath
transmission (i.e., InterSymbol Interference (ISl))



Air Interface in LTE
OFDMA for Downlink Transmission

Note that regardless of the overall channel bandwidth (i.e.,
1.4 MHz, 5 MHz, 10 MHz, 20 MHz, etc.) the subcarrier spacing
(i.e., bandwidth) remains the same (i.e., 15 KHz) S ——

For example, for a Wider Bandwidth, the ubearriers

1.25 76

number of subcarriers is increased while the 25 150
. .« o . . . . 5 300
individual subcarrier bandwidth (which is 1 600

15 900

15KHz) remains the same. 20 1200




Air Interface in LTE
SC-FDMA for Uplink Transmission

For Uplink data transmissions, the use of OFDMA is not ideal
because of its high Peak to Average Power Ratio (PAPR) when the
signals from multiple subcarriers are combined.

In practice, the amplifier in a radio transmitter circuit has to
support the Peak Power output required to transmit the data

This Peak Power output value defines the power consumption

of the transmitting device. .
Note that the Average output oove 0[],
power required for the signal to  oiwn — — |Q AWA
reach the Receiver is much lower. 4_0

—_—

Hence, it can be said that the A[|| \
Power required for

PAPR Of OFDMA iS Very high. abede ; each subcarrier

With OFDMA, Data stream is divided into
lower data rate streams and transmitted
in a number of subcarriers (a, b, c, d, e)



Air Interface in LTE
SC-FDMA for Uplink Transmission

For a Base Station, a high PAPR can be tolerated as
power is not a problem (power is abundant).

However, for a Mobile Device that is Battery driven,
the transmitter should be as efficient as possible.

3GPP has hence decided to use a different
transmission scheme, referred to as Single-Carrier
Frequency Division Multiple Access (SC-FDMA).

SC-FDMA is a misleading term as SC-FDMA is
essentially a multicarrier scheme similar to
OFDMA.



Air Interface in LTE
SC-FDMA for Uplink Transmission

SC-FDMA contains some additional transmission
processing steps beneficial for reducing the PAPR
required.

During these steps, the information of each bit is
distributed onto all subcarriers used for the
transmission reducing in this way the power
differences between the subcarriers 2 In this way a
much lower PAPR than that obtained with OFDMA is
achieved (by approximately 2 dB).

However, the tradeoffs are additional processing
complexity during the transmission and lower
transmission date rates in the uplink.



Symbols, Resource Blocks, Slots, Subframes
and Frames

Frequency )
4 y 1 Frame (10 ms) = 10 subframes (1ms) = 20 slots (0.5 ms) Next frame
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Symbols, Resource Blocks, Slots, Subframes
and Frames

As the overhead involved in assigning each individual
symbol to a certain user would be too great, the
symbols are grouped together into a number of
different steps. These are:

Resource Block (RB; 1 slot time that is 0.5 ms)

Subframe (2 slots = 2 subsequent RBs): Subframe
represents the LTE scheduling time. That is every 1
ms the eNodeB schedules the parallel RBs to one
or more Users.

LTE Radio Frame (10 Subframes; 20 slots =2 20
subsequent RBs)



Symbols, Resource Blocks, Slots, Subframes

and Frames

342
1 Resourse Block (RB)

Seven (7) consecutive symbols on 12 subcarriers are
grouped into a Resource Block (RB).

A Resource Block (RB) occupies exactly one slot with a
duration of 0.5 milliseconds

—— !
1 Subframe
.. $3333s3s
I symbol = ;!! ;;;; 1 Resource block =
1 resource elemen 1 slot (0.5 ms) =
(15 kHz) !!! !! !! 12 subcarriers x 7 symbols
eescsss
[ 211111

(



Symbols, Resource Blocks, Slots, Subframes

and Frames
“343 |

o Subframe

Two (2) slots form a Subframe with a duration of 1 millisecond (103 sec)

A Subframe represents the LTE scheduling time, which means that at
each millisecond the eNode-B decides which users are to be scheduled
and which Resource Blocks (RBs) are assigned to which user.

Frequency . _ S
__1 Frame (10 ms) = 10 subframes (1ms) = 20 slots (0.5 ms) ~ MNext frame
} 180 kHz
One Carrier
eoooocoo|[eece0ee
HHEH
. eccccoofecccece 1 Subframe =
N — oo acilsesssss 2 resource blocks=
Tame 0000000000000 0 —
sssssss I Sublframe 333333 3333 2 slots (0.5 ms) =
. - sssessse H1: 11 it 2 x (12 subcartiers x 7 symbols)
I symbol = ;!!;;i; 1 Resource block = eoo0oooo(eccccee
| resource element  |888essse I slot (0.5 ms) = S
(15 kHz) sesessee 12 subcarriers x 7 symbols '
gssssss o = reference signal
sssssss
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Subframes and Frames o

The number of parallel Resource Blocks (RBs) in each Subframe period
depends on the system Bandwidth.

For example, if a 10-MHz bandwidth carrier is used, 600 subcarriers are

available. As a Resource Block (RB) includes 12 subcarriers, a total of 50
parallel RBs are available in each slot of a Subframe.

As a Subframe is formed by two slots (and each slot includes one RB),
100 RBs can be scheduled for one or more users per Subframe time.

Frequency ) ] ) i )
1 Frame (10 ms) = 10 subframes (1ms) = 20 slots (0.5 ms) Nexlt frame

Note that on the figure on

the right (for simplification) hisows
. One Carrier
only eight parallel Resource

Blocks are shown in the y-
axis. On a 10-MHz carrier,
for example, 50 Resource
Blocks are used in parallel _ P TTT) | Sume
in each slot of a Subframe. ... | } oS

(15 kHz)




LTE Channel Model
Downlink Direction

All Downlink Control Signaling and User Data
traffic are organized in:

Logical channels = Determines the Data and
type of data that will be transmitted; e.g.,
Control signaling, User Traffic

Transport channels = Determines how the data
will be transmitted; e.g., Multiplexing, Transport
Format that will be used

Physical channels = Determines the RBs that
will be assigned to the users for the data to be
transmitted



LTE Channel Model -
Downlink Direction = = 3

ow)

chal;ne(]s PBCH PCFICH PDCCH PHICH
On the Logical Layer, data (user traffic) for each user is

transmitted in a Logical Dedicated Traffic Channel (DTCH)
Each User has an individual DTCH.

A UE that has been assighed a DTCH also requires a Dedicated
Control Channel (DCCH) for the management of the connection.

Here, the control signaling that is required, for example, for
handover control, channel reconfiguration, is sent.

On the air interface (i.e., on the Physical layer), all Dedicated
Channels are mapped to a single shared channel that occupies all
Resource Blocks (RBs) that will be assigned to the users (this
channel is the Physical Downlink Shared Channel (PDSCH)).



Downlink channels
danne ode
channels PCCH  BCCH I DTCH DCCH I

Downlink Direction | \EZ_»,/

(how). \

Physical PBCH | PDSCH PCFICH PDCCH  PHICH
channels

The DTCH and the DCCH assigned to each user are mapped to individual

Resource Blocks in the Physical Downlink Shared Channel (PDSCH) in
two steps.

In the first step, the logical DTCH and DCCH of each user are multiplexed
(into a data stream) to the Transport layer in the Downlink Shared
Channel (DL-SCH) and the Transport Format (Modulation, Coding and
MIMO used) that will be used during their transmission is determined.

In the second step, this data stream is then mapped to the Physical
Downlink Shared Channel (PDSCH) (i.e., to the Resource Blocks that are
allocated to the users)

Which Resource Blocks are assigned to which user is decided by the

scheduler in the eNodeB for each Subframe, that is, once per
millisecond.



wha

Downlink channels
Logical
channels PCCH BCCH DTCH DCCH
(what)
[ ] [ ] [ ]

DOW| 111N D|rECt|O| |
channels
(ho

Note that ALL the DTCH and DCCH of all the users are
mapped to a single PDSCH.

Therefore, a mechanism is required to indicate to each UE:

When and where (i.e., which RBs in the Subframe), what
kind of data (i.e., traffic or control) is scheduled for them
and how (i.e., the Transport Format (TF) that will be
used) data are transmitted to them on the PDSCH in the
Downlink Direction.

Which RBs is allowed to use in the Uplink direction.

This is done via Physical Downlink Control Channel (PDCCH)
messages.



LTE Channel Model
Uplink Direction

In the Uplink direction, a similar channel model is used as in the
downlink direction.

The most important channel is the Physical Uplink Shared
Channel (PUSCH).

The PUSCH main task is to carry the User Uplink channels
Data Traffic and Control Signaling as well Lo«
channels  ~ccy  pecH DTCH

as Downlink Signal Quality Feedback. (wha)

Signal Quality Feedback will be

considered by the eNodeB to adapt ™ M4 s

the Transport Format that will be ™"

used in the Downlink for the specific

UE (for the subsequent RBs) ™ === & puccs
according to its downlink channel

conditions.




LTE Channel Model
Uplink Direction

When a Mobile Device has been granted
resources (i.e., RBs have been reserved and
assigned for it in the next 1ms), the PUSCH is used
for transmitting the user data traffic (over the
DTCH) and also for transmitting Control Signaling
Data (over the DCCH)

The Control Signaling Data is required to

Maintain the Uplink connection and

Optimize the data transmission over the Downlink
connection.



LTE Channel Model
Uplink Direction

The main Control Signaling Data sent in the PUSCH is:

The Channel Quality Indicator (CQl) that the eNode-B considers to
adapt the Modulation and Coding Scheme for the Downlink
direction.

MIMO-related parameters (Rank Indicator (Rl)) that the eNode-B
can use for adapting the MIMO transmission in the Downlink
direction (i.e., number of independent data streams the UE can
receive based on its channel conditions).

Rank 1 signifies a single-stream transmission (i.e., a single
stream is sent over multiple antennas which boost the SNIR at
the UE)

Rank 2 signifies a two-stream MIMO transmission (i.e., two
independent data streams are sent over the same air interface
increasing the achievable throughput).



LTE Channel Model
Uplink Direction

The UE, every one millisecond, based on its downlink
channel conditions, sends to the eNode-B (along with
other control information) a Rank Indicator (RI) and a
Channel Quality Indicator (CQl).

The Rl informs the eNode-B about the number of data
streams that can be sent over the channel from the
receiver’s point of view.

The CQIl information is considered by the eNode-B to
decide as to which modulation (QPSK, 16-QAM, 64-
QAM) and which coding rate, that is, the ratio between
user data bits and error detection bits in the data
stream that should be used for the transmission.



MIMO Transmission &
Adaptive Modulation and Coding

In addition to Adaptive Modulation and Coding, LTE allows the
use of Multi-Antenna techniques, also referred to as Multiple
Input Multiple Output (MIMO) in the Downlink direction.

The basic idea behind MIMO techniques is to send several
independent data streams over the same air interface channel

simultaneously (e.g., Spatial Multiplexing).

In Spatial Multiplexing, a high-
data rate signal is split into
multiple lower-rate streams and
each stream is transmitted from a
different transmit antenna in the Multiple Input Multiple Output
same frequency channel. ppe stream




MIMO Transmission &
Adaptive Modulation and Coding

Once the interference gets too strong (this is
indicated in the CQl sent by the UE to the eNodeB),
the Modulation scheme has to be lowered, that is,
instead of using 64-QAM and two stream operation
MIMO together, the Modulation is reduced to 16-
QAM and single stream operation MIMO.

The Transport Format and the MIMO transmission
that will be used depends on the characteristics of
the downlink channel, and it is the eNodeB’s task
to make a proper decision on how to transmit the
data.



MIMO Transmission &
Adaptive Modulation and Coding

Only in very ideal conditions, that is, no interference
and very short distances between the Transmitter

and the Receiver, can 64-QAM and MIMO be used
simultaneously.

As Modulation and Coding and the use of MIMO can
be adapted every millisecond (scheduling time of RBs
to the UEs) on a per device basis, the system can
react very quickly to changing radio conditions (e.g.,
like the Fast Power Control used in UMTS).



